The focus so far in this book has been on unsupervised learning, including topics
such as density estimation and data clustering, We twrn now to a discussion of super-
vised learning, starting with regression, The goal of regression is to predict the valoe
of one or more continuous targed variables £ given the value of a D-dimensional vec-
o % of impuet vartables, We have already encountered an example of a regression
problem when we considered polynomial curve fitting in Chapter 1. The polynomial
15 a specific example of a broad class of functions called linear regression models,
which share the property of being linear functions of the adjustable parameters, and
which will form the focus of this chapter. The simplest form of linear regression
maodels are also linear functions of the input variables. However, we can obiain a
much more usetul class of functions by taking linear combinations of a fixed set of
nonlinear functions of the input variables, known as basis functions. Such models
are linear functions of the parameters, which gives them simple analytical properties,
and yet can be nonlinear with respect to the input variables.
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3.1.

Given a training data set comprising N observations {x,, }, wheren =1,..., N,
together with corresponding target values {t,, }, the goal is to predict the value of ¢
for a new value of x. In the simplest approach, this can be done by directly con-
structing an appropriate function y(x) whose values for new inputs x constitute the
predictions for the corresponding values of . More generally, from a probabilistic
perspective, we aim to model the predictive distribution p(t|x) because this expresses
our uncertainty about the value of ¢ for each value of x. From this conditional dis-
tribution we can make predictions of ¢, for any new value of x, in such a way as to
minimize the expected value of a suitably chosen loss function. As discussed in Sec-
tion 1.5.5, a common choice of loss function for real-valued variables is the squared
loss, for which the optimal solution is given by the conditional expectation of ¢.

Although linear models have significant limitations as practical techniques for
pattern recognition, particularly for problems involving input spaces of high dimen-
sionality, they have nice analytical properties and form the foundation for more so-
phisticated models to be discussed in later chapters.

Linear Basis Function Models

The simplest linear model for regression is one that involves a linear combination of
the input variables

y(x, W) = wg +wiz1 + ... +wpzp (3.1)
where x = (x4, ...,zp)T. This is often simply known as linear regression. The key
property of this model is that it is a linear function of the parameters wy, . . . ,wp. Itis

also, however, a linear function of the input variables z;, and this imposes significant
limitations on the model. We thercfore extend the class of models by considering .
linear combinations of fixed nonlinear functions of the input variables, of the form

M-1

y(x, w) = wy + Z w;o;(x) | (3.2)

i=1

where ¢;(x) are known as basis functions. By denoting the maximum value of the
index j by M — 1, the total number of parameters in this model will be M.

The parameter wq allows for any fixed offset in the data and is sometimes called
a bias parameter (not to be confused with ‘bias’ in a statistical sense). It is often
convenient to define an additional dummy ‘basis function’ ¢g(x) = 1 so that

M-1
y(x,w) = Z wit;(x) = wl p(x) (3.3)
=0
where w = (wg,...,wy—1)T and @ = (¢g,...,dar—1)". In many practical ap-

‘plications of pattern recognition, we will apply some form of fixed pre-processing,
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or feature extraction, to the original data variables. If the original variables com-
prise the vector x, then the features can be expressed in terms of the basis functions
{6;(x)}.

By using nonlinear basis functions, we allow the function y(x, w) to be a non-
linear function of the input vector x. Functions of the form (3.2) are called linear
models, however, because ‘this function is linear in w. It is this linearity in the pa-
rameters that will greatly simplify the analysis of this class of models. However, it
also leads to some significant limitations, as we discuss in Section 3.6.

The example of polynomial regression considered in Chapter 1 is a particular
example of this model in which there is a single input variable x, and the basis func-
tions take the form of powers of z so that ¢;(z) = z7. One limitation of polynomial
basis functions is that they are global functions of the input variable, so that changes
in one region of input space affect all other regions. This can be resolved by dividing
the input space up into regions and fit a different polynomial in each region, leading
to spline functions (Hastie et al., 2001).

There are many other possible choices for the basis functions, for example

¢;(z) = exp { o) } (3.4)

252

where the 1t; govern the locations of the basis functions in input space, and the pa-

rameter s governs their spatial scale. These are usually referred to as ‘Gaussian’

basis functions, although it should be noted that they are not required to have a prob-

abilistic interpretation, and in particular the normalization coefficient is unimportant

because these basis functions will be multiplied by adaptive parameters w;.
Another possibility is the sigmoidal basis function of the form

e
#5() = o (“=H2) (35)
where o(a) is the logistic sigmoid function defined by
(a) ! (3.6)
ola) = ————. .
1+ exp(—a)

Equivalently, we can use the ‘tanh’ function because this is related to the logistic
sigmoid by tanh(a) = 20(a) — 1, and so a general linear combination of logistic
sigmoid functions is equivalent to a general linear combination of ‘tanh’ functions.
These various choices of basis function are illustrated in Figure 3.1.

Yet another possible choice of basis function is the Fourier basis, which leads to
an expansion in sinusoidal functions. Each basis function represents a specific fre-
quency and has infinite spatial extent. By contrast, basis functions that are localized
to finite regions of input space necessarily comprise a spectrum of different spatial
frequencies. In many signal processing applications, it is of interest to consider ba-
sis functions that are localized in both space and frequency, leading to a class of
functions known as wavelets. These are also defined to be mutually orthogonal, to
simplify their application. Wavelets are most applicable when the input values live
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on a regular lattice, such as the successive time points in a temporal sequence, or the
pixels in an image. Useful texts on wavelets include Ogden (1997), Mallat (1999),
and Vidakovic (1999).

Most of the discussion in this chapter, however, is independent of the particular
choice of basis function set, and so for most of our discussion we shall not specify
the particular form of the basis functions, except for the purposes of numerical il-
lustration. Indeed, much of our discussion will be equally applicable to the situation
in which the vector ¢(x) of basis functions is simply the identity ¢»(x) = x. Fur-
thermore, in order to keep the notation simple, we shall focus on the case of a single
target variable {. However, in Section 3.1.5, we consider briefly the modifications
needed to deal with multiple target variables.

3.1.1 Maximum likelihood and least squares

In Chapter 1, we fitted polynomial functions to data sets by minimizing a sum-
of-squares error function. We also showed that this error function could be motivated
as the maximum likelihood solution under an assumed Gaussian noise model. Let
us return to this discussion and consider the least squares approach, and its relation
to maximum likelihood, in more detail.

As before, we assume that the target variable ¢ is given by a deterministic func-
tion y(x, w) with additive Gaussian noise so that

t=y(x,w)+e (3.7)

where € is a zero mean Gaussian random variable with precision (inverse variance)
(. Thus we can write

p(thx, w, B) = N(tly(x,w),571). (3.8)

Recall that, if we assume a squared loss function, then the optimal prediction, for a
new value of x, will be given by the conditional mean of the target variable. In the
case of a Gaussian conditional distribution of the form (3.8), the conditional mean
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will be simply
E[t|x] = ftp(ﬂx) dit = y(x, w). (3.9

Note that the Gaussian noise assumption implies that the conditional distribution of
t given x is unimodal, which may be inappropriate for some applications. An ex-
tension to mixtures of conditional Gaussian distributions, which permit multimodal
conditional distributions, will be discussed in Section 14.5.1.

Now consider a data set of inputs X = {x, ..., xx} with corresponding target
values %4, ..., ¢y. We group the target variables {#,,} into a column vector that we
denote by t where the typeface is chosen to distinguish it from a single observation
of a multivariate target, which would be denoted t. Making the assumption that
these data points are drawn independently from the distribution (3.8), we obtain the
following expression for the likelihood function, which is a function of the adjustable
parameters w and 3, in the form

N
ptIX,w, 8) = [ [ N (talw" p(x), 87 (3.10)
n=1

where we have used (3.3). Note that in supervised learning problems such as regres-
sion (and classification), we are not seeking to model the distribution of the input
variables. Thus x will always appear in the set of conditioning variables, and so
from now on we will drop the explicit x from expressions such as p(t|x, w, 5) in or-
der to keep the notation uncluttered. Taking the logarithm of the likelihood function,
and making use of the standard form (1.46) for the univariate Gaussian, we have

N
Inp(tjw,5) = ZlnN(tn|WT¢'(Xn)aﬁ_l)
n—=1

_ _];f. In g — % In(27) — BEp(w) (3.11)

where the sum-of-squares error function is defined by

N
Ep(w) = 2 3 {tn — whe(x))?. (.12
2 n—=1

Having written down the likelihood function, we can use maximum likelihood to
determine w and 3. Consider first the maximization with respect to w. As observed
already in Section 1.2.5, we see that maximization of the likelihood function under a
conditional Gaussian noise distribution for a linear model is equivalent to minimizing
a sum-of-squares error function given by E'p{w). The gradient of the log likelihood
function (3.11) takes the form

N
Vinp(tiw, 5) = > {tn — wTd(xn) } d(xa)T- (3.13)
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Setting this gradient to zero gives

N N
0= tnop(xn)" = w' (Z gb(xn)qﬁ(xn)T) . (3.14)

Solving for w we obtain
wr, = (87T®) T @7t (3.15)

which are known as the normal equations for the least squares problem. Here @ is an
N x M matrix, called the design matrix, whose elements are given by ®,,; = ¢,(x,),

so that
d)o(Xl) ¢1(X1) ¢M—1(X1)
5 _ ¢o(:X2) ¢1(:X2) ¢M—:1(X2) (.16
bo(xn) Gi(xn) oo prr(xw)
The quantity
3" = (&T®)  @T (3.17)

is known as the Moore-Penrose pseudo-inverse of the matrix ® (Rao and Mitra,
1971; Golub and Van Loan, 1996). It can be regarded as a generalization of the
notion of matrix inverse to nonsquare matrices. Indeed, if ® is square and invertible,
then using the property (AB)~! = B~1A~! we see that &' = 1.

At this point, we can gain some insight into the role of the bias parameter wq. If
we make the bias parameter explicit, then the error function (3.12) becomes

N M—1
1
Ep(w) =3 > {tn —wo - Z W (xn) 2. (3.18)
n=1 =1
Setting the derivative with respect to wy equal to zero, and solving for wg, we obtain
M1
Wp = t— Z 'wjgbj (319)
=1
where we have defined

1 ZN — 1 ZN
n—1 n=1

Thus the bias wy compensates for the difference between the averages (over the
training set) of the target values and the weighted sum of the averages of the basis
function values.

We can also maximize the log likelihood function (3.11) with respect to the noise
precision parameter [3, giving

L
/BML

N
1
~ D {tn — Wi o(x,)}? (3.21)
n=1
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solution, in an N-dimensional space whose axes
are the values of #;,...,tn. The least-squares
regression function is obtained by finding the or-
thogonal projection of the data vector t onto the
subspace spanned by the basis functions ¢;(x)
in which each basis function is viewed as a vec- -
tor ¢ of length IV with elements ¢;(x..).

and so we see that the inverse of the noise precision is given by the residual variance
of the target values around the regression function.

3.1.2 Geometry of least squares

At this point, it is instructive to consider the geometrical interpretation of the
least-squares solution. To do this we consider an /NV-dimensional space whose axes
are given by the t,, so thatt = (t1,...,¢x)7 is a vector in this space. Each basis
function ¢;(x,, ), evaluated at the N data points, can also be represented as a vector in
the same space, denoted by ¢, as illustrated in Figure 3.2. Note that ¢, corresponds

to the 7' column of ®, whereas ¢(x,,) corresponds to the n*® row of ®. If the
number M of basis functions is smaller than the number /V of data points, then the
M vectors ¢;(x,,) will span a linear subspace S of dimensionality M. We define
y to be an N-dimensional vector whose n'" element is given by y(x,,, w), where
n =1,..., N. Because Y is an arbitrary linear combination of the vectors ¢, it can
live anywhere in the M -dimensional subspace. The sum-of-squares error (3.12) is
then equal (up to a factor of 1/2) to the squared Euclidean distance between y and
t. Thus the least-squares solution for w corresponds to that choice of y that lies in
subspace S and that is closest to t. Intuitively, from Figure 3.2, we anticipate that
this solution corresponds to the orthogonal projection of t onto the subspace S. This
is indeed the case, as can easily be verified by noting that the solution for y is given
by ®wy,, and then confirming that this takes the form of an orthogonal projection.

In practice, a direct solution of the normal equations can lead to numerical diffi-
culties when ®T® is close to singular. In particular, when two or more of the basis
vectors (p,; are co-linear, or nearly so, the resulting parameter values can have large
magnitudes. Such near degeneracies will not be uncommon when dealing with real
data sets. The resulting numerical difficuities can be addressed using the technique
of singular value decomposition, or SVD (Press et al., 1992; Bishop and Nabney,
2008). Note that the addition of a regularization term ensures that the matrix is non-
singular, even in the presence of degeneracies.

3.1.3 Sequential learning

Batch techniques, such as the maximum likelihood solution (3.15), which in-
volve processing the entire training set in one go, can be computationally costly for
large data sets. As we have discussed in Chapter 1, if the data set is sufficiently large,
it may be worthwhile to use sequential algorithms, also known as on-line algorithms,
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in which the data points are considered one at a time, and the model parameters up-
dated after each such presentation. Sequential learning is also appropriate for real-
time applications in which the data observations are arriving in a continuous stream,
and predictions must be made before all of the data points are seen.

We can obtain a sequential learning algorithm by applying the technique of
stochastic gradient descent, also known as sequential gradient descent, as follows. If
the error function comprises a sum over data points £ = > E,,, then after presen-
tation of pattern n, the stochastic gradient descent algorithm updates the parameter

vector w using
wl™) = w(™ _yVE, (3.22)

where 7 denotes the iteration number, and 7 is a learning rate parameter. We shall
discuss the choice of value for 7 shortly. The value of w is initialized to some starting
vector w®, For the case of the sum-of-squares error function (3.12), this gives

W(T+1) = W(T) + n(tn - W(T)T¢n)¢n (323)

where ¢, = @(x,). This is known as least-mean-squares or the LMS algorithm.
The value of 1 needs to be chosen with care to ensure that the algorithm converges
(Bishop and Nabney, 2008).

3.1.4 Regularized least squares

In Section 1.1, we introduced the idea of adding a regularization term to an
error function in order to control over-fitting, so that the total error function to be

minimized takes the form

Ep(w) + By (w) (3.24)
where A is the regularization coefficient that controls the relative importance of the
data-dependent error Ep{w) and the regularization term Ey (w). One of the sim-
plest forms of regularizer is given by the sum-of-squares of the weight vector ele-
ments

Bw(w) = %wTw. (3.25)

If we also consider the sum-of-squares error function given by

N
1
E(w) =5 > {tn — wT(xa)}? (3.26)
n=1
then the total error function becomes
1 A
5 Zl{tn —wl(x,)}? + §WTW. (3.27)

This particular choice of regularizer is known in the machine learning literature as
weight decay because in sequential learning algorithms, it encourages weight values
to decay towards zero, unless supported by the data. In statistics, it provides an ex-
ample of a parameter shrinkage method because it shrinks parameter values towards
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Figure 3.3 Contours of the regularization term in (3.29) for various values of the parameter g.

ercise 3.5

pendix E

zero. It has the advantage that the error function remains a quadratic function of
w, and so its exact minimizer can be found in closed form. Specifically, setting the
gradient of (3.27) with respect to w to zero, and solving for w as before, we obtain

w=(\+879)" &t (3.28)

This represents a simple extension of the least-squares solution (3.15).
A more general regularizer is sometimes used, for which the regularized error

takes the form
N M

—Z{f — wTp(x,) ) + qu (3.29)

where ¢ = 2 corresponds to the quadratic regulanzer (3.27). Figure 3.3 shows con-
tours of the regularization function for different values of g. 7

The case of ¢ = 1 is know as the /asso in the statistics literature (Tibshirani,
1996). It has the property that if A is sufficiently large, some of the coefficients
w; are driven to zero, leading to a sparse model in which the corresponding basis
functions play no role. To see this, we first note that minimizing (3.29) is equivalent
to minimizing the unregularized sum-of-squares error (3.12) subject to the constraint

M

Z lwy|? < (3.30)

i=1

for an appropriate value of the parameter 77, where the two approaches can be related
using Lagrange multipliers. The origin of the sparsity can be seen from Figure 3.4,
which shows that the minimum of the error function, subject to the constraint (3.30).
As ) is increased, so an increasing number of parameters are driven to zero.

Regularization allows complex models to be trained on data sets of limited size
without severe over-fitting, essentially by limiting the effective model complexity.
However, the problem of determining the optimal model complexity is then shifted
from one of finding the appropriate number of basis functions to one of determining
a suitable value of the regularization coefficient A. We shall return to the issue of
model complexity later in this chapter.
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For the remainder of this chapter we shall focus on the quadratic regularizer
(3.27) both for its practical importance and its analytical tractability.

3.1.5 Multiple outputs

So far, we have considered the case of a single target variable £. In some applica-
tions, we may wish to predict K > 1 target variables, which we denote collectively
by the target vector t. This could be done by introducing a different set of basis func-
tions for each component of t, leading to multiple, independent regression problems.
However, a more interesting, and more ~ommon, approach is to use the same set of
basis functions to model all of the components of the target vector so that

y(x, w) = W ¢(x) (3.31)

where y is a K -dimensional column vector, W is an M x K matrix of parameters,
and ¢(x) is an M -dimensional column vector with elements ¢;(x), with ¢g(x) =1
as before. Suppose we take the conditional distribution of the target vector to be an
isotropic Gaussian of the form

p(tlx, W, 8) = N (t{Wo(x), 67'T). (3.32)

If we have a set of observations t4, ..., t5, we can combine these into a matrix T
of size N x K such that the n*® row is given by t. Similarly, we can combine the
input vectors Xy, ... , X into a matrix X. The log likelihood function is then given
by

N
mp(TX,W,8) = > InN(ta W ¢(x,),57'D)

n=1

NK al
= (%) ) §Z 60 = W7o txa)]*. 333
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As before, we can maximize this function with respect to W, giving
Wi = (878) ' 8TT. (3.34)
If we examine this result for each térget variable t, we have
we = (78) 7 8T, = 3't, (3.35)

where t;, is an /V-dimensional column vector with components ¢, forn =1,... N.
Thus the solution to the regression problem decouples between the different target
variables, and we need only compute a single pseudo-inverse matrix &', which is
shared by all of the vectors wy.

The extension to general Gaussian noise distributions having arbitrary covari-
ance matrices is straightforward. Again, this leads to a decoupling into K inde-
pendent regression problems. This result is unsurprising because the parameters W
define only the mean of the Gaussian noise distribution, and we know from Sec-
tion 2.3.4 that the maximum likelihood solution for the mean of a multivariate Gaus-
sian is independent of the covariance. From now on, we shall therefore consider a
single target variable ¢ for simplicity. '

The Bias-Variance Decomposition

So far in our discussion of linear models for regression, we have assumed that the
form and number of basis functions are both fixed. As we have seen in Chapter 1,
the use of maximum likelihood, or equivalently least squares, can lead to severe -
over-fitting if complex models are trained using data sets of limited size. However,
limiting the number of basis functions in order to avoid over-fitting has the side
effect of limiting the flexibility of the model to capture interesting and important
trends in the data. Although the introduction of regularization terms can control
over-fitting for models with many parameters, this raises the question of how to
determine a suitable value for the regularization coefficient A. Seeking the solution
that minimizes the regularized error function with respect to both the weight vector
w and the regularization coefficient A is clearly not the right approach since this
leads to the unregularized solution with A = 0.

As we have seen in earlier chapters, the phenomenon of over-fitting is really an
unfortunate property of maximum likelihood and does not arise when we marginalize
over parameters in a Bayesian setting. In this chapter, we shall consider the Bayesian
view of model complexity in some depth. Before doing so, however, it is instructive
to consider a frequentist viewpoint of the model complexity issue, known as the bias-
variance trade-off. Although we shall introduce this concept in the context of linear
basis function models, where it is easy to illustrate the ideas using simple examples,
the discussion has more general applicability.

In Section 1.5.5, when we discussed decision theory for regression problems,
we considered various loss functions each of which leads to a corresponding optimal
prediction once we are given the conditional distribution p(¢|x). A popular choice is
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the squared loss function, for which the optimal prediction is given by the conditional
expectation, which we denote by h(x) and which is given by

hix) = E[t|x] = ftp(t]x) dt. (3.36)

At this point, it is worth distinguishing between the squared loss function arising
from decision theory and the sum-of-squares error function that arose in the maxi-
mum likelihood estimation of model parameters. We might use more sophisticated
techniques than least squares, for example regularization or a fully Bayesian ap-
proach, to determine the conditional distribution p(#|x). These can all be combined
with the squared loss function for the purpose of making predictions.

We showed in Section 1.5.5 that the expected squared loss can be written in the
form

/{y x)} p(x) dx+f{h ) — t1p(x, t) dx dt. (3.37)

Recall that the second term, which is independent of y(x), arises from the intrinsic
noise on the data and represents the minimum achievable value of the expected loss.
The first term depends on our choice for the function y(x), and we will seek a so-
lution for y(x) which makes this term a minimum. Because it is nonnegative, the
smallest that we can hope to make this term is zero. If we had an unlimited supply of
data (and unlimited computational resources), we could in principle find the regres-
sion function h(x) to any desired degree of accuracy, and this would represent the
optimal choice for y(x). However, in practice we have a data set D containing only
a finite number N of data points, and consequently we do not know the regression
function h(x) exactly.

If we model the h(x) using a parametric function y(x, w) governed by a pa-
rameter vector w, then from a Bayesian perspective the uncertainty in our model is
expressed through a posterior distribution over w. A frequentist treatment, however,
involves making a point estimate of w based on the data set D, and tries instead
to interpret the uncertainty of this estimate through the following thought experi-
ment. Suppose we had a large number of data sets each of size N and each drawn
independently from the distribution p(¢,x). For any given data set D, we can run
our learning algorithm and obtain a prediction function y(x; D). Different data sets
from the ensemble will give different functions and consequently different values of
the squared loss. The performance of a particular learning algorithm is then assessed
by taking the average over this ensemble of data sets.

Consider the integrand of the first term in (3.37), which for a particular data set
D takes the form

{y(x:D) — h(x)}*. - (3.38)

Because this quantity will be dependent on the particular data set D, we take its aver-
age over the ensemble of data sets. If we add and subtract the quantity Ep [y(x; D)]
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inside the braces, and then expand, we obtain

{y(x;D) = Eply(x; D)] + Eply(x; D)] — h(x)}*
= {y(x;D) — Eply(x; D)1}* + {Ep[y(x; D)] — h(x)}”
+2{y(x: D) — Ep[y(x; D)} H{Eply(x; D) — h(x)}. (3.39)

We now take the expectation of this expression with respect to D and note that the
final term will vanish, giving

Ep [{y(x;D) — h(x)}?]
= {Eply(x;D)] - h(x)}i+£ﬁ% [{y(x; D) = Eply(x; D)]}?] . (3.40)

-

"

(bias)? variance

We see that the expected squared difference between y(x; D) and the regression
function A(x) can be expressed as the sum of two terms. The first term, called the
squared bias, represents the extent to which the average prediction over all data sets
differs from the desired regression function. The second term, called the variance,
measures the extent to which the solutions for individual data sets vary around their
average, and hence this measures the extent to which the function y(x; D) is sensitive
to the particular choice of data set. We shall provide some intuition to support these
definitions shortly when we consider a simple example.

So far, we have considered a single input value x. If we substitute this expansion
back into (3.37), we obtain the following decomposition of the expected squared loss

expected loss = (bias)? + variance + noise (3.41) -

where
(biss)” = / {Eply(x;D)] — h(x)}p(x) dx | (3.42)

wriance = [ Ep [{y(xD) - Enly(x D] pix) dx (343

noise = / {h(x) — t}*p(x,1) dx dt (3.44)

and the bias and variance terms now refer to integrated quantities.

Our goal is to minimize the expected loss, which we have decomposed into the
sum of a (squared) bias, a variance, and a constant noisc term. As we shall see, there
1s a trade-off between bias and variance, with very flexible models having low bias
and high variance, and relatively rigid models having high bias and low variance.
The model with the optimal predictive capability is the one that leads to the best
balance between bias and variance. This is illustrated by considering the sinusoidal
data set from Chapter 1. Here we generate 100 data sets, each containing N = 25
data points, independently from the sinusoidal curve h(z) = sin(27z). The data
sets are indexed by [ = 1,...,L, where L = 100, and for each data set DY) we
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lliustration of the dependence of bias and variance on model complexity, governed by a regulariza-
ster )\, using the sinusoidal data set from Chapter 1. There are L = 100 data sets, each having N = 25
, and there are 24 Gaussian basis functions in the model so that the total number of parameters is
cluding the bias parameter. The left column shows the result of fitting the model to the data sets for
ues of In X (for clarity, only 20 of the 100 fits are shown). The right column shows the corresponding
the 100 fits (red) along with the sinusoidal function from which the data sets were generated (green).
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together with their sum, correspond- 0-13
ing to the results shown in Fig-
ure 3.5. Also shown is the average 0.127
test set error for a test data set size
of 1000 points. The minimum value ¢ 09

' - (bias)® + variance
R I - test error
of (bias)? + variance occurs'around -~ - \_/
InA = —0.31, which is close {0 the

(bias)2 :

variance

value that gives the minimum error 0061
on the test data. :
0.03r
0
S 2 A 0 1 2

fit a model with 24 Gaussian basis functions by minimizing the regularized error
function (3.27) to give a prediction function (") () as shown in Figure 3.5. The
top row corresponds to a large value of the regularization coefficient A that gives low
variance (because the red curves in the left plot look similar) but high bias (because
the two curves in the right plot are very different). Conversely on the bottom row, for
which X is small, there is large variance (shown by the high variability between the
red curves in the left plot) but low bias (shown by the good fit between the average
model fit and the original sinusoidal function). Note that the result of averaging many
solutions for the complex model with M = 25 is a very good fit to the regression
function, which suggests that averaging may be a beneficial procedure. Indeed, a
weighted averaging of multiple solutions lies at the heart of a Bayesian approach,
although the averaging is with respect to the posterior distribution of parameters, not
with respect to multiple data sets.

We can also examine the bias-variance trade-off quantitatively for this example.
The average prediction is estimated from

L
o) = 7 ;y(”(x) (345)
and the integrated squared bias and integrated variance are then given by
. 2 1 — _ 2
(bias)? = ; {(z,) — hzn)} (3.46)
, R R e
variance = < nzzg 7 ZZ:; {y () — Ylzn) b (3.47)

where the integral over x weighted by the distribution p(z) is approximated by a
finite sum over data points drawn from that distribution. These quantities, along
with their sum, are plotted as a function of In A in Figure 3.6. We see that small
values of A allow the model to become finely tuned to the noise on each individual
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data set leading to large variance. Conversely, a large value of A pulls the weight
parameters towards zero leading to large bias.

Although the bias-variance decomposition may provide some interesting in-
sights into the model complexity issue from a frequentist perspective, it is of lim-
ited practical value, because the bias-variance decomposition is based on averages
with respect to ensembles of data sets, whereas in practice we have only the single
observed data set. If we had a large number of independent training sets of a given
size, we would be better off combining them into a single large training set, which
of course would reduce the level of over-fitting for a given model complexity.

Given these limitations, we turn in the next section to a Bayesian treatment of
linear basis function models, which not only provides powerful insights into the
issues of over-fitting but which also leads to practical techniques for addressing the
question model complexity.

Bayesian Linear Regression

In our discussion of maximum likelihood for setting the parameters of a linear re-
gression model, we have seen that the effective model complexity, governed by the
number of basis functions, needs to be controlled according to the size of the data
set. Adding a regularization term to the log likelihood function means the effective
model complexity can then be controlled by the value of the regularization coeffi-
cient, although the choice of the number and form of the basis functions is of course
still important in determining the overall behaviour of the model.

This leaves the issue of deciding the appropriate model complexity for the par-
ticular problem, which cannot be decided simply by maximizing the likelihood func-
tion, because this always leads to excessively complex models and over-fitting. In-
dependent hold-out data can be used to determine model complexity, as discussed
in Section 1.3, but this can be both computationally expensive and wasteful of valu-
able data. We therefore turn to a Bayesian treatment of linear regression, which will
avoid the over-fitting problem of maximum likelihood, and which will also lead to
automatic methods of determining model complexity using the training data alone.
Again, for simplicity we will focus on the case of a single target variable £. Ex-
tension to multiple target variables is straightforward and follows the discussion of
Section 3.1.5.

3-3-1, Parameter distribution

We begin our discussion of the Bayesian treatment of linear regression by in-
troducing a prior probability distribution over the model parameters w. For the mo-
ment, we shall treat the noise precision parameter [ as a known constant. First note
that the likelihood function p(t|w) defined by (3.10) is the exponential of a quadratic
function of w. The corresponding conjugate prior is therefore given by a Gaussian

distribution of the form

having mean mg and covariance Sg.
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Next we compute the posterior distribution, which is proportional to the product
of the likelihood function and the prior. Due to the choice of a conjugate Gaus-
sian prior distribution, the posterior will also be Gaussian. We can evaluate this
distribution by the usual procedure of completing the square in the exponential, and
then finding the normalization coefficient using the standard result for a normalized
Gaussian. However, we have already done the necessary work in deriving the gen-
eral result (2.116), which allows us to write down the posterior distribution directly
in the form

p(wit) = N(w|mpy,Sx) (3.49)

where
my = Sy (S;'m+ 387t (3.50)
Sy = S;t+p3e"e. (3.51)

Note that because the posterior distribution is Gaussian, its mode coincides with its
mean. Thus the maximum posterior weight vector is simply given by wiyap = my.
If we consider an infinitely broad prior Sy = oI with @ — 0, the mean my
of the posterior distribution reduces to the maximum likelihood value wy;, given
by (3.15). Similarly, if N = 0, then the posterior distribution reverts to the prior.
Furthermore, if data points arrive sequentially, then the posterior distribution at any
stage acts as the prior distribution for the subsequent data point, such that the new
posterior distribution is again given by (3.49).

For the remainder of this chapter, we shall consider a particular form of Gaus-
sian prior in order to simplify the treatment. Specifically, we consider a zero-mean
isotropic Gaussian governed by a single precision parameter « so that

p(wla) = N(w|0,a 'T) (3.52)
and the corresponding posterior distribution over w is then given by (3.49) with

my = ASy®Tt (3.53)
Sy = al+p8"®. (3.54)

The log of the posterior distribution is given by the sum of the log likelihood and
the log of the prior and, as a function of w, takes the form

N
In p(wlt) = _b Z{t” —wlo(xn)}? — Y wTw 4 const. (3.55)
2 ! 2

Maximization of this posterior distribution with respect to w is therefore equiva-
lent to the minimization of the sum-of-squares error function with the addition of a

quadratic regularization term, corresponding to (3.27) with A = «/f3.
We can illustrate Bayesian learning in a linear basis function model, as well as
the sequential update of a posterior distribution, using a simple example involving
straight-line fitting. Consider a single input variable z, a single target variable ¢ and
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a linear model of the form y(z, w) = wg + wyz. Because this has just two adap-
tive parameters, we can plot the prior and posterior distributions directly in parameter
space. We generate synthetic data from the function f(z, a) = ag+ a1z with param-
eter values ag = —0.3 and a; = 0.5 by first choosing values of z,, from the uniform
distribution U(x|—1, 1), then evaluating f(z,, a), and finally adding Gaussian noise
with standard deviation of 0.2 to obtain the target values t,,. Our goal is to recover
the values of ag and a; from such data, and we will explore the dependence on the
size of the data set. We assume here that the noise variance is known and hence we
set the precision parameter to its true value § = (1/0.2)? = 25. Similarly, we fix
the parameter o to 2.0. We shall shortly discuss strategies for determining « and
3 from the training data. Figure 3.7 shows the results of Bayesian learning in this
model as the size of the data set is increased and demonstrates the sequential nature
of Bayesian learning in which the current posterior distribution forms the prior when
a new data point is observed. It is worth taking time to study this figure in detail as
it illustrates several important aspects of Bayesian inference. The first row of this
figure corresponds to the situation before any data points are observed and shows a
plot of the prior distribution in w space together with six samples of the function
y(z, w) in which the values of w are drawn from the prior. In the second row, we
see the situation after observing a single data point. The location (z,t) of the data
point is shown by a blue circle in the right-hand column. In the left-hand column is a
plot of the likelihood function p(t|x, w) for this data point as a function of w. Note
that the likelihood function provides a soft constraint that the line must pass close to
the data point, where close is determined by the noise precision 3. For comparison,
the true parameter values g = —0.3 and a; = 0.5 used to generate the data set
are shown by a white cross in the plots in the left column of Figure 3.7. When we
multiply this likelihood function by the prior from the top row, and normalize, we
obtain the posterior distribution shown in the middle plot on the second row. Sam-
ples of the regression function y(z, w) obtained by drawing samples of w from this
posterior distribution are shown in the right-hand plot. Note that these sample lines
all pass close to the data point. The third row of this figure shows the effect of ob-
serving a second data point, again shown by a blue circle in the plot in the right-hand
column. The corresponding likelihood function for this second data point alone is
shown in the left plot. When we multiply this likelihood function by the posterior
distribution from the second row, we obtain the posterior distribution shown in the
middle plot of the third row. Note that this is exactly the same posterior distribution
as would be obtained by combining the original prior with the likelihood function
for the two data points. This posterior has now been influenced by two data points,
and because two points are sufficient to define a line this already gives a relatively
compact posterior distribution. Samples from this posterior distribution give rise to
the functions shown in red in the third column, and we see that these functions pass
close to both of the data points. The fourth row shows the effect of observing a total
of 20 data points. The left-hand plot shows the likelihood function for the 20*" data
point alone, and the middle plot shows the resulting posterior distribution that has
now absorbed information from all 20 observations. Note how the posterior is much
sharper than in the third row. In the limit of an infinite number of data points, the
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likelihood . prior/posterior data space

Figure 3.7 lllustration of sequential Bayesian learning for a simple linear model of the form y(z, w) =
wo + wiz. A detailed description of this figure is given in the text.
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posterior distribution would become a delta function centred on the true parameter
values, shown by the white cross.

Other forms of prior over the parameters can be considered. For instance, we
can generalize the Gaussian prior to give

g ront/e 1 M ée M

in which ¢ = 2 corresponds to the Gaussian distribution, and only in this case is the
prior conjugate to the likelihood function (3.10). Finding the maximum of the poste-
rior distribution over w corresponds to minimization of the regularized error function
(3.29). In the case of the Gaussian prior, the mode of the posterior distribution was
equal to the mean, although this will no longer hold if ¢ 5 2.

3.3.2 Predictive distribution

In practice, we are not usually interested in the value of w itself but rather in
making predictions of ¢ for new values of x. This requires that we evaluate the
predictive distribution defined by

pltht,a,B) = / plt/w, B)p(wit, a, ) dw (3.57)

in which t is the vector of target values from the training set, and we have omitted the
corresponding input vectors from the right-hand side of the conditioning statements
to simplify the notation. The conditional distribution p(¢|x, w, 3) of the target vari-
able is given by (3.8), and the posterior weight distribution is given by (3.49). We
see that (3.57) involves the convolution of two Gaussian distributions, and so making
use of the result (2.115) from Section 8.1.4, we see that the predictive distribution
takes the form

pltx,t ., B) = N(tmEd(x), 0% (x)) (3:58)
where the variance 0% (x) of the predictive distribution is given by
2 1 T
on(x) = 5+ ¢x) Snp(x). (3.59) -

The first term in (3.59) represents the noise on the data wherecas the second term
reflects the uncertainty associated with the parameters w. Because the noise process
and the distribution of w are independent Gaussians, their variances are additive.
Note that, as additional data points are observed, the posterior distribution becomes
narrower. As a consequence it can be shown (Qazaz et al., 1997) that 03, (x) <
0%, (x). In the limit N — oo, the second term in (3.59) goes to zero, and the variance
of the predictive distribution arises solely from the additive noise governed by the
parameter (3,

As an illustration of the predictive distribution for Bayesian linear regression
models, let us return to the synthetic sinusoidal data set of Section 1.1, In Figure 3.8,
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Zz x

Figure 3.8 Examples of the predictive distribution (3.58) for a model consisting of 9 Gaussian basis functions
of the form (3.4) using the synthetic sinusoidal data set of Section 1.1. See the text for a detailed discussion.

we fit a model comprising a linear combination of Gaussian basis functions to data
sets of various sizes and then look at the corresponding posterior distributions. Here
the green curves correspond to the function sin(27z) from which the data points
were generated (with the addition of Gaussian noise). Data sets of size N = 1,
N =2, N =4, and N = 25 are shown in the four plots by the blue circles. For
each plot, the red curve shows the mean of the corresponding Gaussian predictive
distribution, and the red shaded region spans one standard deviation either side of
the mean. Note that the predictive uncertainty depends on z and is smallest in the
neighbourhood of the data points. Also note that the level of uncertainty decreases
as more data points are observed.

The plots in Figure 3.8 only show the point-wise predictive variance as a func-
tion of x. In order to gain insight into the covariance between the predictions at
different values of z, we can draw samples from the posterior distribution over w,
and then plot the corresponding functions y(z, w), as shown in Figure 3.9.
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} Plots of the function y(z, w) using samples from the posterior distributions over w corresponding to
n Figure 3.8.

If we used localized basis functions such as Gaussians, then in regions away
from the basis function centres, the contribution from the second term in the predic-
tive variance (3.59) will go to zero, leaving only the noise contribution 3~ !. Thus,
the model becomes very confident in its predictions when extrapolating outside the
region occupied by the basis functions, which is generally an undesirable behaviour.
This problem can be avoided by adopting an alternative Bayesian approach to re-

4 gression known as a Gaussian process.

Note that, if both w and 3 are treated as unknown, then we can introduce a

conjugate prior distribution p(w, 3) that, from the discussion in Section 2.3.6, will
3.12 be given by a Gaussian-gamma distribution (Denison et al., 2002). In this case, the
3.13 predictive distribution is a Student’s t-distribution.



Figure 3.10 The equivalent ker-
nel k(z,z') for the Gaussian basis
functions in Figure 3.1, shown as
a plot of x versus z’, together with
three slices through this matrix cor-
responding to three different values
of z. The data set used to generate
this kernel comprised 200 values of
z equally spaced over the interval

(~1,1).
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3.3.3 Equivalent kernel

The posterior mean solution (3.53) for the linear basis function model has an in-
teresting interpretation that will set the stage for kernel methods, including Gaussian
processes. If we substitute (3.53) into the expression (3.3), we see that the predictive
mean can be written in the form

N
y(x,my) = myp(x) = B (x) TSN t = Y BB(x)TSn(xn)tn  (3.60)

n=1

where S is defined by (3.51). Thus the mean of the predictive distribution at a point
x is given by a linear combination of the training set target variables ¢,,, so that we
can write

N
y(x, my) Zk X, Xn )t (3.61)
n=1
where the function
k(x,x') = Bo(x) " Snop(x) (3.62)

is known as the smoother matrix or the equivalent kernel. Regression functions, such
as this, which make predictions by taking linear combinations of the training set
target values are known as linear smoothers. Note that the equivalent kernel depends
on the input values x,, from the data set because these appear in the definition of
Sn. The equivalent kernel is illustrated for the case of Gaussian basis functions in
Figure 3.10 in which the kernel functions k(x, z") have been plotted as a function of
x' for three different values of . We see that they are localized around x, and so the
mean of the predictive distribution at z, given by y(z, my), is obtained by forming
a weighted combination of the target values in which data points close to x are given
higher weight than points further removed from z. Intuitively, it seems reasonable
that we should weight local evidence more strongly than distant evidence. Note that
this localization property holds not only for the localized Gaussian basis functions
but also for the nonlocal polynomial and sigmoidal basis functions, as illustrated in
Figure 3.11.
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Further insight into the role of the equivalent kernel can be obtained by consid-
ering the covariance between y(x) and y(x’), which is given by

covy(x),y(x)] = covlp(x)"w, w p(x)]
d(x)"Snop(x) = Bk (x,x) (3.63)

where we have made use of (3.49) and (3.62). From the form of the equivalent
kernel, we see that the predictive mean at nearby points will be highly correlated,
whereas for more distant pairs of points the correlation will be smaller.

The predictive distribution shown in Figure 3.8 allows us to visualize the point-
wise uncertainty in the predictions, governed by (3.59). However, by drawing sam-
ples from the posterior distribution over w, and plotting the corresponding model
functions y(x, w) as in Figure 3.9, we are visualizing the joint uncertainty in the
posterior distribution between the y values at two (or more) x values, as governed by
the equivalent kernel. ,

The formulation of linear regression in terms of a kernel function suggests an
alternative approach to regression as follows. Instead of introducing a set of basis
functions, which implicitly determines an equivalent kernel, we can instead define
a localized kernel directly and use this to make predictions for new input vectors x,
given the observed training set. This leads to a practical framework for regression
(and classification) called Gaussian processes, which will be discussed in detail in
Section 6.4.

We have seen that the effective kernel defines the weights by which the training
set target values are combined in order to make a prediction at a new value of x, and
it can be shown that these weights sum to one, in other words

N
> h(xxp) =1 (3.64)
n=1

for all values of x. This intuitively pleasing result can easily be proven informally
by noting that the summation is equivalent to considering the predictive mean 7(x)
for a set of target data in which {,, = 1 for all n. Provided the basis functions are
linearly independent, that there are more data points than basis functions, and that
one of the basis functions is constant (corresponding to the bias parameter), then it is
clear that we can fit the training data exactly and hence that the predictive mean will
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be simply 7(x) = 1, from which we obtain (3.64). Note that the kernel function can
be negative as well as positive, so although it satisfies a summation constraint, the
corresponding predictions are not necessarily convex combinations of the training
set target variables. : _

Finally, we note that the equivalent kernel (3.62) satisfies an important property
shared by kernel functions'in general, namely that it can be expressed in the form an
inner product with respect to a vector t»(x) of nonlinear functions, so that

k(x,2z) = ¥(x) () (3.65)

where ¥ (x) = 828V ¢ (x).

Bayesian Model Comparison

In Chapter 1, we highlighted the problem of over-fitting as well as the use of cross-
validation as a technique for setting the values of regularization parameters or for
choosing between alternative models. Here we consider the problem of model se-
lection from a Bayesian perspective. In this section, our discussion will be very
general, and then in Section 3.5 we shall see how these ideas can be applied to the
determination of regularization parameters in linear regression.

As we shall see, the over-fitting associated with maximum likelihood can be
avoided by marginalizing (summing or integrating) over the model parameters in-
stead of making point estimates of their values. Models can then be compared di-
rectly on the training data, without the need for a validation set. This allows all
available data to be used for training and avoids the multiple training runs for each
model associated with cross-validation. It also allows multiple complexity parame-
ters to be determined simultaneously as part of the training process. For example,
in Chapter 7 we shall introduce the relevance vector machine, which is a Bayesian
model having one complexity parameter for every training data point.

The Bayesian view of model comparison simply involves the use of probabilities
to represent uncertainty in the choice of model, along with a consistent application
of the sum and product rules of probability. Suppose we wish to compare a set of L
models {M;} where i = 1,..., L. Here a model refers to a probability distribution
over the observed data D. In the case of the polynomial curve-fitting problem, the
distribution is defined over the set of target values t, while the set of input values X
is assumed to be known. Other types of model define a joint distributions over X
and t. We shall suppose that the data is generated from one of these models but we
are uncertain which one. Our uncertainty is expressed through a prior probability
distribution p(M;). Given a training set D, we then wish to evaluate the postetior
distribution

p(M;|D) o p(M;)p(DIM;). (3.66)

The prior allows us to express a preference for different models. Let us simply
assume that all models are given equal prior probability. The interesting term is
the model evidence p(D|M;) which expresses the preference shown by the data for
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different models, and we shall examine this term in more detail shortly. The model
evidence is sometimes also called the marginal likelihood because it can be viewed
as a likelihood function over the space of models, in which the parameters have been
marginalized out. The ratio of model evidences p(D|M;)/p(D| M) for two models
is known as a Bayes factor (Kass and Raftery, 1995).

Once we know the posterior distribution over models, the predictive distribution
is given, from the sum and product rules, by

L
p(tlx, D) =Y _ p(t|x, My, D)p(M;[D). (3.67)

t=1

This is an example of a mixture distribution in which the overall predictive distribu-
tion is obtained by averaging the predictive distributions p(¢|x, M, D) of individual
models, weighted by the posterior probabilities p(AM;|D) of those models. For in-
stance, if we have two models that are a-posteriori equally likely and one predicts
a narrow distribution around ¢ = a while the other predicts a narrow distribution
around ¢ = b, the overall predictive distribution will be a bimodal distribution with
modes att = ¢ and ¢ = b, not a single model at t = (a + b)/2.

A simple approximation to model averaging is to use the single most probable
model alone to make predictions. This is known as model selection.

For a model governed by a set of parameters w, the model evidence is given,
from the sum and product rules of probability, by

p(D|M;) = /p(Dlw,Mi)p(W]Mi)dw. (3.68)

From a sampling perspective, the marginal likelihood can be viewed as the proba-
bility of generating the data set D from a model whose parameters are sampled at
random from the prior. It is also interesting to note that the evidence is precisely the
normalizing term that appears in the denominator in Bayes’ theorem when evaluating
the posterior distribution over parameters because

(Dlw, M;)p(w|M;)

N _ P
POvID M) =T D)

(3.69)

We can obtain some insight into the model evidence by making a simple approx-
imation to the integral over parameters. Consider first the case of a model having a
single parameter w. The posterior distribution over parameters is proportional to
p(D|w)p(w), where we omit the dependence on the model M; to keep the notation
uncluttered. If we assume that the posterior distribution is sharply peaked around the
most probable value wy;ap, with width Awpegterior, then we can approximate the in-
tegral by the value of the integrand at its maximum times the width of the peak. If we
further assume that the prior is flat with width Awpyie, so that p(w) = 1/Awpyier,
then we have

AlUposterior

p(D) = / p(Dlw)p(w) dw ~ p(D|wyar)——— (3.70)
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Figure 3.12 We can obtain a rough approximation to Awposterior

m4.4.1

the model evidence if we assume that -~
the posterior distribution over parame-

ters is sharply peaked around its mode

WMAP- -

JA

WMAP w
° Awprior g
and so taking logs we obtain
Zklwposterior
Inp(D) ~ Inp(Dlwnar) +In| ——— | . (3.71)
Awprior

This approximation is illustrated in Figure 3.12. The first term represents the fit to
the data given by the most probable parameter values, and for a flat prior this would
correspond to the log likelihood. The second term penalizes the model according to
its complexity. Because Awpogterior < AWprior this term is negative, and it increases
in magnitude as the ratio Awposterior/ AWprior gets smaller. Thus, if parameters are
finely tuned to the data in the posterior distribution, then the penalty term is large.

For a model having a set of M parameters, we can make a similar approximation
for each parameter in turn. Assuming that all parameters have the same ratio of
A'wposterior/Awpriora we obtain

A osterior
Inp(D) =~ lnp(D|wyar) + M In (—w—pfi—> . (3.72)

Thus, in this very simple approximation, the size of the complexity penalty increases
linearly with the number M of adaptive parameters in the model. As we increase
the complexity of the model, the first term will typically decrease, because a more
complex model is better able to fit the data, whereas the second term will increase
due to the dependence on M. The optimal model complexity, as determined by
the maximum evidence, will be given by a trade-off between these two competing
terms. We shall later develop a more refined version of this approximation, based on
a Gaussian approximation to the posterior distribution.

We can gain further insight into Bayesian model comparison and understand
how the marginal likelihood can favour models of intermediate complexity by con-
sidering Figure 3.13. Here the horizontal axis is a one-dimensional representation
of the space of possible data sets, so that each point on this axis corresponds to a
specific data set. We now consider three models M, My and M3 of successively
increasing complexity. Imagine running these models generatively to produce exam-
ple data sets, and then looking at the distribution of data sets that result. Any given
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model can generate a variety of different data sets since the parameters are governed
by a prior probability distribution, and for any choice of the parameters there may
be random noise on the target variables. To generate a particular data set from a spe-
cific model, we first choose the values of the parameters from their prior distribution
p(w), and then for these parameter values we sample the data from p(Dw). A sim-
ple model (for example, based on a first order polynomial) has little variability and
so will generate data sets that are fairly similar to each other. Its distribution p(D)
is therefore confined to a relatively small region of the horizontal axis. By contrast,
a complex model (such as a ninth order polynomial) can generate a great variety of
different data sets, and so its distribution p(D) is spread over a large region of the
space of data sets. Because the distributions p(D|M;) are normalized, we see that
the particular data set D, can have the highest value of the evidence for the model
of intermediate complexity. Essentially, the simpler model cannot fit the data well,
whereas the more complex model spreads its predictive probability over too broad a
range of data sets and so assigns relatively small probability to any one of them.

Implicit in the Bayesian model comparison framework is the assumption that
the true distribution from which the data are generated is contained within the set of
models under consideration. Provided this is so, we can show that Bayesian model
comparison will on average favour the correct model. To see this, consider two
models M; and M in which the truth corresponds to M;. For a given finite data
set, it is possible for the Bayes factor to be larger for the incorrect model. However, if
we average the Bayes factor over the distribution of data sets, we obtain the expected
Bayes factor in the form

/p(D[Ml)lng%d’D (3.73)

where the average has been taken with respect to the true distribution of the data.
A This quantity is an example of the Kullback-Leibler divergence and satisfies the prop-
erty of always being positive unless the two distributions are equal in which case it
is zero. Thus on average the Bayes factor will always favour the correct model.
We have seen that the Bayesian framework avoids the problem of over-fitting
and allows models to be compared on the basis of the training data alone. However,
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model can generate a variety of different data sets since the parameters are governed
by a prior probability distribution, and for any choice of the parameters there may
be random noise on the target variables. To generate a particular data set from a spe-
cific model, we first choose the values of the parameters from their prior distribution
p(w), and then for these parameter values we sample the data from p(D|w). A sim-
ple model (for example, based on a first order polynomial) has little variability and
so will generate data sets that are fairly similar to each other. Its distribution p(D)
is therefore confined to a relatively small region of the horizontal axis. By contrast,
a complex model (such as a ninth order polynomial) can generate a great variety of
different data sets, and so its distribution p(D) is spread over a large region of the
space of data sets. Because the distributions p(D|M;) are normalized, we see that
the particular data set Dy can have the highest value of the evidence for the model
of intermediate complexity. Essentially, the simpler model cannot fit the data well,
whereas the more complex model spreads its predictive probability over too broad a
range of data sets and so assigns relatively small probability to any one of them.

Implicit in the Bayesian model comparison framework is the assumption that
the true distribution from which the data are generated is contained within the set of
models under consideration. Provided this is so, we can show that Bayesian model
comparison will on average favour the correct model. To see this, consider two
models M7 and My in which the truth corresponds to M. For a given finite data
set, it is possible for the Bayes factor to be larger for the incorrect model. However, if
we average the Bayes factor over the distribution of data sets, we obtain the expected
Bayes factor in the form

/p(D[Ml)lng%A%dD (3.73)

where the average has been taken with respect to the true distribution of the data.
A This quantity is an example of the Kullback-Leibler divergence and satisfies the prop-
erty of always being positive unless the two distributions are equal in which case it
1s zero. Thus on average the Bayes factor will always favour the correct model.
We have seen that the Bayesian framework avoids the problem of over-fitting
and allows models to be compared on the basis of the training data alone. However,
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From Bayes’ theorem, the posterior distribution for o and [ is given by

p(e, BIt) o< p(tla, B)p(e, B). (3.76)

If the prior is relatively flat, then in the evidence framework the values of o and

3 are obtained by maximizing the marginal likelihood function p(t|c, 3). We shall
proceed by evaluating the marginal likelihood for the linear basis function model and
then finding its maxima. This will allow us to determine values for these hyperpa-
rameters from the training data alone, without recourse to cross-validation. Recall
that the ratio /3 is analogous to a regularization parameter.

As an aside it is worth noting that, if we define conjugate (Gamma) prior distri-
butions over « and (3, then the marginalization over these hyperparameters in (3.74)
can be performed analytically to give a Student’s t-distribution over w (see Sec-
tion 2.3.7). Although the resulting integral over w is no longer analytically tractable,
it might be thought that approximating this integral, for example using the Laplace
approximation discussed (Section 4.4) which is based on a local Gaussian approxi-
mation centred on the mode of the posterior distribution, might provide a practical
alternative to the evidence framework (Buntine and Weigend, 1991). However, the
integrand as a function of w typically has a strongly skewed mode so that the Laplace
approximation fails to capture the bulk of the probability mass, leading to poorer re-
sults than those obtained by maximizing the evidence (MacKay, 1999).

Returning to the evidence framework, we note that there are two approaches that
we can take to the maximization of the log evidence. We can evaluate the evidence
function analytically and then set its derivative equal to zero to obtain re-estimation
equations for « and /3, which we shall do in Section 3.5.2. Alternatively we use a
technique called the expectation maximization (EM) algorithm, which will be dis-
cussed in Section 9.3.4 where we shall also show that these two approaches converge
to the same solution.

3.5.1 Evaluation of the evidence function

The marginal likelihood function p(t|c, 3) is obtained by integrating over the
weight parameters w, so that

p(tla, ) = f p(t}w, B)p(wla) dw. 3.77)

One way to evaluate this integral is to make use once again of the result (2.115)
for the conditional distribution in a linear-Gaussian model. Here we shall evaluate
the integral instead by completing the square in the exponent and making use of the -
standard form for the normalization coefficient of a Gaussian. :

From (3.11), (3.12), and (3.52), we can write the evidence function in the form

P, §) = (%)m (o)™ f cp{—E(w)}dw  (378)
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where M is the dimensionality of w, and we have defined
E(w) = pBEp(w)+ aBw(w)
-8 It — ow|® + SwTw. (3.79)
. 2 w2
We recognize (3.79) as being equal, up to a constant of proportionality, to the reg-
ularized sum-of-squares error function (3.27). We now complete the square over w

giving ,
1

E(w) = E(my) + E(w ~mpy) A(w — my) (3.80)
where we have introduced
A=al+30T® (3.81)
together with
E(my) = g It — ®myl|® + %—m}fva. (3.82)

Note that A corresponds to the matrix of second derivatives of the error function
A =VVE(w) , (3.83)
and is known as the Hessian matrix. Here we have also defined mp given by
my = SATI®"t. (3.84)

Using (3.54), we see that A = SI‘Vl, and hence (3.84) is equivalent to the previous
definition (3.53), and therefore represents the mean of the posterior distribution.

The integral over w can now be evaluated simply by appealing to the standard
result for the normalization coefficient of a multivariate Gaussian, giving

[ exp {—E(w)} dw

1
= exp{—F(my)} fexp {—~—2-(w —mpy)TA(w — mN)} dw
= exp{—F(my)}2m)M/? A7/, (3.85)
Using (3.78) we can then write the log of the marginal likelihood in the form

Inp(tloa, ) = %{ In o+ -J;- Ing— E(my) — %ln |A| — g In(27)  (3.86)
which is the required expression for the evidence function.

Returning to the polynomial regression problem, we can plot the model evidence
against the order of the polynomial, as shown in Figure 3.14. Here we have assumed
a prior of the form (1.65) with the parameter « fixed at @ = 5 x 1073. The form
of this plot is very instructive. Referring back to Figure 1.4, we see that the M = 0
polynomial has very poor fit to the data and consequently gives a relatively low value
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for the evidence. Going to the M = 1 polynomial greatly improves the data fit, and
hence the evidence is significantly higher. However, in going to M = 2, the data
fit is improved only very marginally, due to the fact that the underlying sinusoidal
function from which the data is generated is an odd function and so has no even terms
in a polynomial expansion. Indeed, Figure 1.5 shows that the residual data error is
reduced only slightly in going from M = 1to M = 2. Because this richer model
suffers a greater complexity penalty, the evidence actually falls in going from M =1
to M = 2. When we go to M = 3 we obtain a significant further improvement in
data fit, as seen in Figure 1.4, and so the evidence is increased again, giving the
highest overall evidence for any of the polynomials. Further increases in the value
of M produce only small improvements in the fit to the data but suffer increasing
complexity penalty, leading overall to a decrease in the evidence values. Looking
again at Figure 1.5, we see that the generalization error is roughly constant between
M = 3and M = 8, and it would be difficult to choose between these models on
the basis of this plot alone. The evidence values, however, show a clear preference
for M = 3, since this is the simplest model which gives a good explanation for the
observed data. :

3.5.2 Maximizing the evidence function

Let us first consider the maximization of p(t|a, 8) with respect to «. This can
be done by first defining the following eigenvector equation

(B2 ®) u; = Miu. (3.87)

From (3.81), it then follows that A has eigenvalues « + A;. Now consider the deriva-
tive of the term involving In | A| in (3.86) with respect to . We have

d d d 1
A= @mI;I(/\ﬁa) = aEZln()\i—l—a) = Z o (3.88)

Thus the stationary points of (3.86) with respect to a satisfy
M

OzﬂﬁmemN )\+a

(3.89)
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Multiplying through by 2« and rearranging, we obtain

amimy =M —a) = . (3.90)

)\i-l—(l/,

Since there are A terms in-the sum over z, the quantity + can be written

Aq
= . 91
7 Zi:oH-/\i @91

The interpretation of the quantity  will be discussed shortly. From (3.90) we see
that the value of ¢ that maximizes the marginal likelihood satisfies

v=— (3.92)
m 5 10

Note that this is an implicit solution for & not only because v depends on «, but also
because the mode my of the posterior distribution itself depends on the choice of
cv. We therefore adopt an iterative procedure in which we make an 1initial choice for
o and use this to find mp, which is given by (3.53), and also to evaluate -y, which
is given by (3.91). These values are then used to re-estimate « usmg (3.92), and the
process repeated until convergence. Note that because the matrix BT is fixed, we
can compute its eigenvalues once at the start and then simply multiply these by 5 to
obtain the A;.

It should be emphasized that the value of « has been determined purely by look-
ing at the training data. In contrast to maximum likelihood methods, no independent
data set is required in order to optimize the model complexity.

We can similarly maximize the log marginal likelihood (3.86) with respect to 3.
To do this, we note that the eigenvalues A; defined by (3.87) are proportional to 3,
and hence d\; /dF3 = \;/ 3 giving

wln]A]—dﬁZIn i +a) = 5ZA+a % (3.93)

The stationary point of the marginal likelihood therefore satisfies

% _ - Z {tn — mE(x,)} - % (3.94)
and rearranging we obtain
1 R - )
5= N > {tn —mio(x,)} (3.95)
n=1

Again, this is an implicit solution for 3 and can be solved by choosing an initial
value for 3 and then using this to calculate mp and ~y and then re-estimate 3 using
(3.95), repeating until convergence. If both o and 2 are to be determined from the
data, then their values can be re-estimated together after each update of ~.
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3.5.3 Effective number of parameters

The result (3.92) has an elegant interpretation (MacKay, 1992a), which provides
insight into the Bayesian solution for a. To see this, consider the contours of the like-
lihood function and the prior as illustrated in Figure 3.15. Here we have implicitly
transformed to a rotated set of axes in parameter space aligned with the eigenvec-
tors u; defined in (3.87). Contours of the likelihood function are then axis-aligned
ellipses. The eigenvalues A; measure the curvature of the likelihood function, and
so in Figure 3.15 the eigenvalue ), is small compared with A, (because a smaller
curvature corresponds to a greater elongation of the contours of the likelihood func-
tion). Because S®T ® is a positive definite matrix, it will have positive eigenvalues,
and so the ratio \; /(\; + «) will lie between 0 and 1. Consequently, the quantity
defined by (3.91) will lie in the range 0 < v < M. For directions in which A; 3> «,
the corresponding parameter w; will be close to its maximum likelihood value, and
the ratio A;/(\; + «) will be close to 1. Such parameters are called well determined
because their values are tightly constrained by the data. Conversely, for directions
in which A; < «, the corresponding parameters w; will be close to zero, as will the
ratios A;/(A; + ). These are directions in which the likelihood function is relatively
insensitive to the parameter value and so the parameter has been set to a small value
by the prior. The quantity y defined by (3.91) therefore measures the effective total
number of well determined parameters.

We can obtain some insight into the result (3.95) for re-estimating 3 by com-
paring it with the corresponding maximum likelihood result given by (3.21). Both
of these formulae express the variance (the inverse precision) as an average of the
squared differences between the targets and the model predictions. However, they
differ in that the number of data points NV in the denominator of the maximum like-
lihood result is replaced by N — v in the Bayesian result. We recall from (1.56) that
the maximum likelihood estimate of the variance for a Gaussian distribution over a
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The result (3.92) has an elegant interpretation (MacKay, 1992a), which provides
insight into the Bayesian solution for .. To see this, consider the contours of the like-
lihood function and the prior as illustrated in Figure 3.15. Here we have implicitly
transformed to a rotated set of axes in parameter space aligned with the eigenvec-
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~ tion). Because 8@ ® is a positive definite matrix, it will have positive eigenvalues,
and so the ratio A;/(\; + «) will lie between 0 and 1. Consequently, the quantity
defined by (3.91) will lie in the range 0 < v < M. For directions in which A\; > o,
the corresponding parameter w; will be close to its maximum likelihood value, and
the ratio A; /(A; + «) will be close to 1. Such parameters are called well determined
because their values are tightly constrained by the data. Conversely, for directions
in which \; < «, the corresponding parameters w; will be close to zero, as will the
ratios \;/(\; + ). These are directions in which the likelihood function is relatively
insensitive to the parameter value and so the parameter has been set to a small value
by the prior. The quantity v defined by (3.91) therefore measures the effective total
number of well determined parameters.

We can obtain some insight into the result (3.95) for re-estimating 8 by com-
paring it with the corresponding maximum likelihood result given by (3.21). Both
of these formulae express the variance (the inverse precision) as an average of the
squared differences between the targets and the model predictions. However, they
differ in that the number of data points /V in the denominator of the maximum like-
lihood result is replaced by N — v in the Bayesian result. We recall from (1.56) that
the maximum likelihood estimate of the variance for a Gaussian distribution over a
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formulae, because they do not require evaluation of the eigenvalue spectrum of the
Hessian.

igure 3.17 Plot of the 10 parameters w;
from the Gaussian basis function
model versus the effective num- 2r
ber of parameters ~, in which the w;
hyperparameter « is varied in the
range 0 < o < oo causing « to
vary in the range 0 < v < M.

3.6. Limitations of Fixed Basis Functions

Throughout this chapter, we have focussed on models comprising a linear combina-
tion of fixed, nonlinear basis functions. We have seen that the assumption of linearity
in the parameters led to a range of useful properties including closed-form solutions
to the least-squares problem, as well as a tractable Bayesian treatment. Furthermore,
for a suitable choice of basis functions, we can model arbitrary nonlinearities in the
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mapping from input variables to targets. In the next chapter, we shall study an anal-
ogous class of models for classification.

It might appear, therefore, that such linear models constitute a general purpose
framework for solving problems in pattern recognition. Unfortunately, there are
some significant shortcomings with linear models, which will cause us to turn in
later chapters to more complex models such as support vector machines and neural
networks.

The difficulty stems from the assumption that the basis functions ¢;(x) are fixed
before the training data set is observed and is a manifestation of the curse of dimen-
sionality discussed in Section 1.4. As a consequence, the number of basis functions
needs to grow rapidly, often exponentially, with the dimensionality D of the input
space. | :

Fortunately, there are two properties of real data sets that we can exploit to help
alleviate this problem. First of all, the data vectors {x,, } typically lie close to a non-
linear manifold whose intrinsic dimensionality is smaller than that of the input space
as a result of strong correlations between the input variables. We will see an example
of this when we consider images of handwritten digits in Chapter 12. If we are using
localized basis functions, we can arrange that they are scattered in input space only
in regions containing data. This approach is used in radial basis function networks
and also in support vector and relevance vector machines. Neural network models,
which use adaptive basis functions having sigmoidal nonlinearities, can adapt the
parameters so that the regions of input space over which the basis functions vary
corresponds to the data manifold. The second property is that target variables may
have significant dependence on only a small number of possible directions within the
data manifold. Neural networks can exploit this property by choosing the directions
in input space to which the basis functions respond.



