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FOREWORD 

On behalf of the Organizing Committee, I welcome you to the 28th Minisymposium of the 

Department of Measurement and Information Systems at the Budapest University of 

Technology and Economics.  

It is a pleasure to see that besides the Ph.D. students of the Department, we can also welcome 

our international scientific partners and our talented Bachelor and Master students. The 

Symposium will be a great possibility to present and discuss their scientific results and get 

feedback on improving their work. 

The Symposium’s scope covers the key research areas of the Department: from measurement 

theory and digital signal processing, through artificial intelligence and bioinformatics to cyber-

physical systems, dependability and security. 

Like the last years' practice and conforming to the international trends, the proceedings will be 

published only in electronic form. We have experienced that the easy accessibility of the digital 

version makes it insufficient to publish a printed edition. We hope that the advantages of the 

electronic form will dominate any emerging inconvenience. 

Due to the pandemic, for the first time, the Symposium will be held online. By this means, we 

lose the opportunity for personal discussions during the breaks. However, the online version's 

benefit is that it makes it possible both for the presenters and for the audience to join the 

Symposium worldwide. 

We wish that the forthcoming one and a half days will not only be fruitful in a sense that we 

will be able to gain insight into the research of one another, but it will also be a time for 

collecting ideas for future research, as well as for finding possible interdisciplinary cooperation 

areas. 

 

Budapest, February 2021 

 

 

______________________ 

Balázs Renczes 

General Chair 
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Abstract—Facial microexpressions are instantaneous features
signaling various details regarding the emotional and mental state
of human beings. A key property of such features is that their
interpretation as signals is the same or closely similar for all
people. Currently, their detection requires a human expert. The
automation of this task would allow a more widespread use. In
this paper, we propose a hybrid solution, which is based on a
framework of landmark points identified by a machine learning-
based method. Upon this, we designed an expert system which
utilizes image processing and signal processing algorithms such
as homomorphic filtering, RANSAC parabola fitting, Hessian
based shape analysis and change detection in order to identify
microexpression features such as gaze detection and eyebrow
raising. We evaluate these algorithms in real videos and pictures,
and examine their applicability in practical scenarios. Our long-
term goal is to detect complex facial expressions and emotions
with the help of the detected microexpressions.

Index Terms—microexpression, image processing, landmark
points, expert system, facial expressions

I. INTRODUCTION

Microexpressions are the visible features of emotions ap-
pearing on the face for a very short time, e.g. an involuntary
reaction to a question. Automating the detection of facial
expressions would allow a wide range of uses, e.g. to study
reactions to an advertisement or to assist in the diagnosis of
mental disorders. Experts usually distinguish 7 different basic
emotions: anger, disgust, fear, happiness, sadness, surprise and
contempt. In order to categorize reactions in videos, proper
detection of microexpressions is required. In this paper, we
propose algorithms to detect some of them. The first step is to
detect the motion of the muscles, the so-called action units on
the face. These parts of the face are described in detail in the
FACS system [1]. Emotions can be determined based on the
activated action units. The proposed methods estimate gaze
direction, detect blinking and eyebrow raising by utilizing the
output of an open-source landmark detection method [3].

This research was supported by the ÚNKP-20-5-BME-92 New National
Excellence Program of the Ministry for Innovation and Technology from the
source of the National Research, Development and Innovation Fund, and the
János Bolyai Research Scholarship.

Fig. 1: Layout of the landmark points

A. Detection: machine learning vs expert system approach

There are two main approaches to detect microexpressions:
machine learning based and expert image processing based
systems. Machine learning based solutions can be robust
if the training data is properly annotated and has adequate
diversity. However, in the current scenario such a dataset is
not available, and the available emotion detection models are
not accurate enough. In an expert systems, several image
processing algorithms are utilized to make a prediction from an
image or a video. Such methods require a lot of fine tuning,
most of which are arbitrary. We propose a hybrid solution:
using a pre-trained, machine learning-based system, landmark
points are established as shown in Figure 1. Based on the
landmark points, image processing methods are applied to
detect facial features and muscle movements.

II. GAZE DETECTION

The main parts of estimating gaze detection are the lo-
calization of the eye and the iris. It also includes blink
detection which can be an essential feature in the identification
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of surprise, disgust or fear. The proposed solution for gaze
detection was based on an open source gaze estimator called
EyeTab [8] which was modified in order to increase robustness
to changes in illuminations, to the variance in the visible size
of the eyes.

A. Eye localization

In the first step, the regions of interest (ROIs) corresponding
to eyes are determined. This was based on OpenCV Haar-like
feature based cascade classifiers [7] in the EyeTab method.
However, our initial analysis indicated that the ROIs defined
by the bounding box of eye specific landmark points, provide
more accurate results. Thus we modified EyeTab to utilize the
polynom defined by the eye landmark points.

B. Pupil detection

The pupil is detected by combining two algorithms: the
first is a gradient based [5] while the second is an isophote
based [6] approach. In addition, the original input (the red
channel of the RGB image) is replaced with the homomorphic
filtered grayscale image, which resulted in more accurate pupil
predictions.

1) Homomorphic filter: Homomorphic filtering can be used
to compensate inadequate lighting, for example a shaded eye
socket. Only the energy of low frequency components are
reduced, therefore fast intensity changes (e.g. wrinkles) are
preserved. It can be formulated as follows:

Imhomomorphic = T (exp(log(Im)− log(Im) ∗Gσ))

T (x) = min (x, 1)

Here, Gσ is the 2 dimensional, isotropic Gaussian function
with σ parameter and ∗ means convolution. T cuts the values
under 0 and over 1.

C. Blink detection

The pupil detection algorithm proposes a region of interest
not only when the eyes are open, but also when the eyes are
closed or are blinking. In order to detect blinking, a local
Hessian based image analysis is applied to distinguish true
and false ROIs proposed by the pupil detection method.

A typical pupil in a grayscale intensity image, after utilizing
homomorphic luminance compensation method, is a round
region, which is darker compared to its neighboring pixels.
These regions can be highlighted by local Hessian based
filtering method, which is defined by:

Hσ = α(σ) · ∇2(I ∗Gσ)

where ∇ is the gradient operator and ∗ denotes the operator of
the convolution. α(σ) is a normalization scalar compensating
the multiplicative dependency of the norm of the matrix on
the σ parameter. Based on the scale space theory [4] α(σ) =
σ2. The value of σ depends on the size of the blob which
is proposed as a pupil candidate, which is determined by the
solution of the optimization problem:

σ(r) = argmax
σ

{
(Dr ∗ (α(σ) ·Gσ))(0, 0)

}
= r/

√
2

where r denotes the radius of the blob, Dr denotes the binary
image of the (0, 0) centered homogeneous sphere with radius
r:

Dr(x, y) =




1, if

∥∥∥[x y]
∥∥∥
2

6 r

0, if
∥∥∥[x y]

∥∥∥
2

> r

The local Hessian operator assigns a 2 × 2 matrix to each
pixel of the examined image. Since the shape of the visible
pupil is highly dependant on the direction of the gaze and the
distance between the lower and the upper eyelids, its radius
can not be precisely estimated by the pupil proposal algorithm,
therefore a set R of possible r-s is defined. An ellipse is fitted
to the limbus points using the RANSAC [2] method, the axes
of which are used as radius proposals. Furthermore we found,
that the eye landmark points are stable in the two corners of the
eye. Based on these fixed ratios ( 12 ,

5
12 ,

1
3 ) of the half distance

between the corners of the eye are added to the proposals.
The best fitting r ∈ R is defined by its corresponding scale,

in which the largest amplitude curvature of the surface defined
by the intensities of the image is the minimal (which corre-
sponds to our observation, that the pupil can be approximated
by a dark blob):

r∗ = argmax
r

{
λmax{Hσ(r)}

}

where λmax denotes the maximal amplitude eigenvalue of the
Hessian matrix, and (x0, y0) denotes the proposed center of
the pupil. Eigenvalues of the Hessian are calculated by:

λ1{H} =
trace{H}+

√
trace{H}2 − 4 det{H}

2
λ2{H} = trace{H} − λ1{H}

The first equality can be derived based on the following
observations:

trace{H} = trace{QTΛQ} = trace{ΛQQT }
= trace{Λ} = λ1 + λ2

det{H} = det{QTΛQ} = det{QT } · det{Λ} · det{Q}
= det{Λ} = λ1 · λ2

where H = QTΛQ is the eigenvalue–eigenvector decompo-
sition of the Hessian matrix, which always exists, because H
is symmetric. Please note that Q is an orthonormal matrix,
therefore QTQ = I.

After we get the scale, the only remaining task is to examine
the circularity of the examined blob, which can be measured
by:

C(r)(x0, y0) = λmax

{
Hσ(r)(x0, y0)

}
· λmin

{
Hσ(r)(x0, y0)

}

Since the Hessian matrix is symmetric, it can be diagonalized
by an orthonormal matrix, which means that the product of the
eigenvalues is equal to the determinant of the Hessian, which
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can be computed faster than the value of the lower amplitude
eigenvalue, therefore computed by:

C(r)(x0, y0) = det
{

Hσ(r)(x0, y0)
}

From there, the openness of the examined eye is calculated
by:

Ind
(
C(r)(x0, y0) > c

)
· Ind

(
λmax

{
Hσ(r)(x0, y0)

}
> 0
)

Here, Ind denotes the indicator function and c is the
”roundness/non-prolongation” set to 0.3. The first term is true
if the portion of the eigenvalues is not too high, therefore the
proposed pupil region is circular, and the second term is true,
if the region is darker than its neighboring pixels. The eye is
considered open if both terms are true.

III. EYEBROW-RAISING DETECTION

The movement of the eyebrows is also a relevant feature
in case of detecting facial expressions, as it can be used to
discriminate between fear, anger and surprise. We detail our
proposed eyebrow-raising detection algorithm in this section.
These methods require video as input, since the change in
eyebrow position is examined. Based on our empirical obser-
vations, the localization of the landmark points of the eyes
and the corresponding eyebrows are accurate enough to detect
eyebrow-raising based on the distances between the centroid
of the eye mask and the middle of the landmark points of the
eyebrow (19th and 26th points in Figure 1) respectively. The
video is initially processed frame-by-frame to extract landmark
points. The next step is to extract the distances of particular
points.

To detect the eyebrow-raising, eyebrow-nose bottom and
eyebrow-eye distances are examined. Another input for this
method is the output of the blink detection.

Based solely on the eyebrow-eye distances (shown in Fig-
ure 2a) on each of the frames, the detection of corresponding
microexpressions is not possible (the person in the image
may squirm, lean forward, nod, etc.). Therefore, the proposed
method examines the local trends of these distances by fitting
a Gaussian distribution based on the previous frames. Using a
20 wide sliding window, mean and variance are calculated. In
the next step, the relative likelihood is calculated for the next
3 points (one by one) using the probability density function of
the normal distribution defined by the observed distances in the
window. By multiplying the 3 conditional likelihoods, the joint
probability is calculated assuming conditional independence.
The null hypothesis is that if the records come from the same
distribution, then they are independent given the window:

p(xwin+3, xwin+2, xwin+1 | xwin) =
3∏

i=1

p(xwin+i | xwin)

The joint probability is defined by:

3∏

i=1

p(dwin+i | win) =
3∏

i=1

1

σwin
√
2π
· e−

(dwin+i−µwin)2

2σ2
win ,

where dwin+i denotes the distance after the window with i
frames; σwin and µwin denotes the standard deviation and
the mean of the window respectively. The joint probability is
calculated after each window in the time series. For ease of
use, we work with the logarithm of the values. In the next, step
eyebrow movements are detected. First, a binary threshold is
applied. Using a maximum filter with a width of 5, movements
close to each other are merged into one ”sequence”. In these
sequences, local minimum search is performed to find the
timestamp belonging to the most salient movement. These are
points, which belong with low probability to the distribution
defined by the window, thus are considered as outliers. Many
of these candidates are false positives, which is detected
because of the eye lowering and contraction. These proposals
are eliminated by comparing the window mean and distance
values belonging to that timestamp. Until this point, time
series belonging to each eye are treated separately. However,
while investigating the landmark points on videos, we found,
that moving the eyebrow on only one side (left) affects the
landmark points on the other side (right), thus ”generating
movement”. This movement is much smaller on the unraised
side (right). Thus pairing the movements of the two sides is
necessary. Detections on the two sides with a distance in time
less than 0.1 s are considered as the same movement. If the
distance on one side belonging to such a movement is less
than half of that on the other side, then it is a ”generated
movement”, else it is a bilateral eyebrow-raising.

The majority of this process is also performed on the
eyebrow-nose tip distance (see Figure 2b) time series. Joint
probabilities are computed and are filtered using a harder
threshold. Filtering for only raising movement is also applied.

Blink timestamps resulting from the gaze detection part are
used to mark possibly false positive detections in a window. If
such a movement can also be found in the eyebrow-nose tip
distance time series, then it is considered as a real movement,
else as a false positive movement (see Figure 2d).

IV. RESULTS

Figure 3 shows results of the eyebrow-raising detection
method on adjacent video frames. Figure 3a shows an example
where there is no blinking during the eyebrow raising. In case
of blinking, the decision is made based on the eyebrow-nose
distance. In Figure 3b a blink was detected during the eyebrow
raising. However, in Figure 3c - based on the eyebrow-nose
distance - it was established, that there was no eyebrow
raising. The proposed algorithms for gaze and eyebrow raising
detection may serve as components of an expert system aiming
the detection of microexpressions. Along with other detected
features, such as mouth shape and angle or wrinkles appearing
on the face, these microexpressions can be utilized to identify
basic emotions.
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(a) Eyebrow-eye distance.

(b) Eyebrow-nose distance.

(c) Filtered detections calculated based on the eyebrow-nose distance.

(d) Final filtered detections calculated based on the eyebrow-eye
distance. Orange zones are the blinking timestamps with a window
around them. Green diamonds mark the detections out of the blink-
windows. Magenta diamonds are the detections that fall into the
orange zone but can be detected based on the eye-nose distance, thus
are retained. Red triangles denote the detections that fall into the
orange zone and can not be detected based on the eye-nose distance
thus are permanently removed.

Fig. 2: Steps of eyebrow raising detection (right eye). Time
frames are shown on the X-axis, whereas Y-axis shows pixel
distances in Figues 2a and 2b and the logarithm of the
probabilities in Figures 2c and 2d.

(a) Eyebrow-raising without blinking. First green diamond (at around
38) in Figure 2d.

(b) Eyebrow-raising during blinking. First purple diamond (at around
124) in Figure 2d.

(c) Blinking without eyebrow-raising. First red triangle (at around
199) in Figure 2d.

Fig. 3: Eyebrow-raising detections shown in Figure 2d.
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Abstract—A common question regarding the application of
neural networks is whether the predictions of the model are
reliable, in other words, what is the degree of uncertainty
of our model. Generalizing a neural network into a Bayesian
neural network is a frequent choice to quantify uncertainty.
This means the extension of scalar weights and biases of the
network to random variables. In terms of implementation, there
are two main approaches: (1) the assumption of an unknown
distribution for the random variables (i.e. weights) which are
sampled and then utilized to infer the distribution of the output;
(2) the assumption of a prior distribution for the random
variables, and search for the output in the form of a similar
posterior distribution. A common drawback of both approaches
is that their scalability is limited, and generally require more
computational resources than a simple neural network. In this
paper, we introduce a new parameter sampling method, which
maximizes the pairwise distance in parameter space between
the models in the ensemble, therefore ensuring model diversity.
Results indicate that this method generally needs less samples
from the parameter space to be effective, thus it surpasses the
other investigated approximation methods in terms of scalability.
Finally, we apply our method to a real-life problem related
to semantic segmentation of objects relevant in urban driving
environments.

Index Terms—uncertainty, Bayesian neural network, Bayesian
approach, approximation methods

I. INTRODUCTION

In real-world applications concerning various estimation
problems, noise, observation bias and most other sources of
uncertainty related to the training data, and therefore the final
model, cannot be fully avoided. Thus the demand is contin-
uously rising for more reliable models, and for measuring
the output uncertainty and the error probability of a model,
especially in safety-critical applications, where it is often
obligatory to provide guarantees about the reliability of a given
solution. Besides this, uncertainty estimation often comes with
a great computational overhead compared to the construction
of an ordinary model. Therefore in this paper, we introduce
a new, relatively cost-effective method, and compare it to
some other known approaches used to estimate uncertainty
in predictive models.

This research was supported by the ÚNKP-20-5-BME-92 New National
Excellence Program of the Ministry for Innovation and Technology from the
source of the National Research, Development and Innovation Fund, and the
János Bolyai Research Scholarship.

II. APPROXIMATING UNCERTAINTY

In general, uncertainty can be originated from the imper-
fections of our data (mainly incompleteness and noise), or
the limits defined by the parameter space in which we are
searching for the solution. Although data uncertainty can be
further categorised [3] depending on its source, which can help
with the improvement of our model, in this paper we are only
focusing on the quantification of the total uncertainty of the
model’s output. In order to do this, we should consider the
output (y) as a random variable (instead of a point estimate),
which depends on the input (x) of the model: p(y|x). The
learned model is most likely not perfect, and so the distribution
of the output variable will also depend on the restrictions
introduced by the parameter space and the training data at
our disposal. Considering these aspects, we can formulate the
final distribution of the output as follows:

p(y|x,D) =

∫
p(y|x, θ)p(θ|D)dθ (1)

As we can see in equation 1, the information provided by the
training data (D) is taken into consideration via the trainable
parameters (θ) of the model. If we know the exact value of
θ, then calculating p(y|x, θ) is basically the same as running
inference on the model. The main problem arises when we
consider that the training process, i.e. adjusting the parameters
based on the data, is usually imperfect, due to the stochasticity
of the training method, and there is also some uncertainty
related to the training data. Because of this, determining
the exact distribution of θ, or more precisely determining
p(θ|D) is infeasible, or at least impractical in most cases.
Therefore, our main goal is to provide a good approximation
to this distribution, which is computable and preferably has
minimal computational overhead compared to an ordinary
model, which is typically a maximum a posteriori estimate
of θ over p(θ|D).

III. RELATED WORK

When it comes to approximating the distribution of p(θ|D),
two main approaches exist: (1) the first approach relies on
taking samples from an unknown distribution over θ, (2) while
the second approach assumes a known prior distribution (e.g.
multivariate normal), and searches for the posterior in the
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same form. The first approach is followed mostly by various
Monte Carlo methods, such as Stochastic Gradient Langevin
Dynamics (SGLD [2]) or Anchored Ensembling [4], while
methods taking the second approach are called variational
methods, like Bayes-by-Backprop (BBB [1]) or Stein Vari-
ational Gradient Descent (SVGD [7]). The methods using
Monte Carlo sampling have the capability to approximate
complex (but unknown) distributions, and presumably give a
better estimation of the true posterior, while the variational
methods have the advantage of a fully known (but more
confined) posterior approximation. While both approaches and
their methods have their advantages and shortcomings, it is
generally true, that they are more complicated and computa-
tionally more resource-intensive than a simple neural network
created for the same machine learning problem.

IV. ENSURING MODEL DIVERSITY

There are two main criteria that an uncertainty-estimation
method has to meet: (1) it has to produce a metric, which
consistently correlates with the expected error of the model,
and (2) this has to be achieved with minimal performance
overhead compared to the original estimator on which it is
based. The usual approach is to approximate the true posterior
distribution of the parameters. In this case, to estimate the
uncertainty of the output, such methods often require a large
amount of samples from the parameter space. Considering
that every sample taken from p(θ|D) is a whole new model
on itself, using a large number of samples greatly increases
the computational and storage requirements of the method.
Therefore, instead of approximating the true posterior of θ,
we are focusing on the approximation of a modified posterior,
which aims to efficiently utilize every new sample, minimiz-
ing the number of samples required to reliably estimate the
output uncertainty. To achieve this, our method maximizes the
pairwise distance in the parameter-space between samples by
sequentially training new models with the following modified
loss function (for the (m+ 1)-th model):

Lm+1 = ρ

(
1

m

m∑

i=1

||θ − θi||2
)−τ

+ λH(y, ŷ) (2)

Where:
• ρ is the regularization multiplier
• τ is the regularization exponent
• θi is the parameter vector of the i-th model from the

already trained models
• θ is the parameter vector of the current model
• m is the number of already trained models
• λ is the learning rate
• y and ŷ are the true and the predicted output vectors
• H is the cross entropy function

The second half of the loss function is a simple cross-entropy
error, while the first half accounts for the parameter space
distance regularization. This latter part significantly increases
the loss, when the average distance from the previously trained
models is low, and its value diminishes as the average distance

gets larger. This way, the training algorithm is forced to
find a local minimum of the error function further from the
previously created models, which greatly increases overall
model diversity. In other words, this results in a model-
ensemble, the members of which provide a different, but
similarly adequate solution for the given estimation problem.
This way, the variance of the members’ predictions will be
low when the given input is from a ”well known”1 part of
the input space, and will be high otherwise. Although this
property is generally true for most other known methods, we
expect that this can be achieved with fewer models by ensuring
model diversity. We refer to our proposed method the Distance
Regularized Ensemble Approximation Method (or DREAM
for short).

V. PRACTICAL RESULTS

To observe the performance of our method, we have tested
it on the CityScapes dataset [5], which is strongly connected
to self driving, and object detection. The dataset consists of
pictures taken from the windshield camera of a car driving
through the urban area of various European cities. These
pictures are annotated pixel-by-pixel with various class labels,
from which we used the 16 most relevant ones. We achieved
this by merging some of the similar classes, and dumping
the remaining ones to the ”Other” class. Example outputs of
a small ensemble consisting of 3 models, trained with the
DREAM method are shown in figure 2. Results indicate, that
the variance (or uncertainty) of the ensemble’s output are no-
ticeably higher in cases when the output is incorrect, compared
to the parts of the image where the output is correct. To
verify this, the average output variance where the ensemble’s
prediction is correct should be observed an compared to the
output variance of cases in which the prediction is incorrect.
Figure 1 shows the variance of the DREAM method for several
different ensemble sizes. This demonstrates that there is a
consistently large gap between the average variance of the
correct and incorrect outputs, even in case of a small sized
ensemble.

A. Comparing different methods

With regards to predictive performance, the SGLD and
DREAM methods both achieved an overall accuracy of 87%,
while the Bayes-by-Backprop model achieved 80% with the
same model architecture on the validation dataset (500 im-
ages), after being trained on the training dataset (4000 images).
Arguably, the main goal of output uncertainty approximation
is to estimate the likelihood of the model’s prediction being
incorrect. This requires that the output uncertainty is relatively
high when the prediction of the model is ’wrong’, and rel-
atively low when the model provides a correct prediction.
Considering the fact that the output variance may be in
different ranges for different approaches, in order to enable

1The part of the input space that we have reliable information about,
typically (but not exclusively) close to the known training data.

9



2 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
n_models

0.001

0.002

0.003

0.004

0.005

av
g 

va
ria

nc
e

Average uncertainty produced by the DREAM method
correct output variance
incorrect output variance

Fig. 1. Average output variance of the DREAM method on the CityScapes
validation dataset for correct and incorrect predictions given various ensemble
sizes.

their comparative analysis we compute the ratio between the
two average variance values. This can be expressed as follows:

m(xn) =
Uincorrect(xn)

Ucorrect(xn)
(3)

Where Uincorrect(xn) is the average output uncertainty (vari-
ance) of an ensemble consisting of n models, produced by the
x method on incorrect predictions, and Ucorrect(xn) is the av-
erage output uncertainty (variance) of an ensemble consisting
of n models, produced by the x method on correct predic-
tions. This metric indicates the amount of information that a
method’s output uncertainty conveys about the likelihood of
the model’s prediction being correct or incorrect. The com-
parison between three different methods (including DREAM)
based on this metric is shown in figure 3. Results indicate
that the m(DREAMn) value is consistently high even with
smaller sized ensembles, surpassing the two other approaches
on the CityScapes validation dataset. This further ensures the
correlation between model error and output variance with
a small ensemble size suggested by figure 2, and indicates
that the DREAM method provides a more useful uncertainty
estimation even with low model counts, compared to the other
investigated methods (SGLD and Bayes-by-Backprop) on the
CityScapes dataset.

B. Knowledge distillation

There is a fairly known approach for minimizing the size
and resource requirements of estimators called knowledge
distillation [6]. In short, this method relies on forming a
large dataset by taking random samples from the output of
the original, and then constructing a smaller, more efficient
estimator on that dataset. Generally, this presents two chal-
lenges in our case: (1) first, we have to acquire appropriate
samples from the input space, (2) and second, we must train
our distilled estimator to approximate both the predictions and

output variance of the original sample. The first challenge
is generally considered hard, because in most cases it is
infeasible to reliably model the input distribution to take
samples from it. Fortunately, the CityScapes dataset contains
20.000 unlabeled images taken from various cities with the
same setup, which therefore can be considered as samples
taken from the very same (or at least similar) distribution
from which the training and validation samples were taken.
As for the second challenge, we decided to train two separate
distilled models, from which one will provide the prediction
and the other will estimate the output variance. We used a fully
Convolutional Neural Network (CNN) architecture for this
task, which consists of three main components: the encoder
(3 convolutional layers with a filter count of 32, 64 and
128 respectively), the middle layers (2 convolutional layers
with both having a filter count of 256 by default), and the
decoder (3 convolutional layers with a filter count of 128,
64 and 32 respectively). Among these, the vast majority of
the parameters are related to the middle layers, which usually
also handle most of the logic contained within the model,
therefore we used the filter count of these middle layers as a
measure of both the models’ size and complexity. We trained
our distilled models on an ensemble consisting of 25 models
for every method, and achieved basically the same predictive
performance as the original ensemble in every one of the three
tested methods (Bayes-by-Backprop, SGLD, DREAM) with
a distilled model having a middle layer filter count of 256,
thus this model was selected to handle predictions. As for
the output uncertainty estimation, we tested multiple different
filter counts, and observed their m(x) value for the predictions
of the previously mentioned model. This is presented in figure
4. This shows us that a relatively accurate estimation can
be achieved for the output variance of the ensembles with
a filter count of 256 for the SGLD and BBB methods, and
512 for the DREAM method respectively. In addition, having
a higher filter count will most likely result in overfitting, and
therefore worsen the overall performance on the validation
data. Considering this notion, it should also be noticed, that
while the model achieved an adequate distillation for the
DREAM method with a middle layer filter size of 256 for the
predictive model, and 512 for the uncertainty estimator model
respectively, its m(x) value still falls behind of a DREAM-
ensemble consisting of 3 models, which all have a middle
layer filter size of 256. Therefore, while knowledge distillation
is a viable option for most ensemble-based methods, in case
of the CityScapes dataset and the DREAM method, it was
outperformed by the original ensemble with a similar overall
parameter count.
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Fig. 2. Example outputs of the DREAM method applied on the CityScapes validation dataset, evaluated by an ensemble of 3 models. The columns from left
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Abstract—The design and operation of modern IT-based
systems especially cyber-physical systems (CPS), need model-
based approaches due to their complexity. However, the limited
faithfulness of pure analytic models with speculative layouts
prohibits their use in complex systems. Complexity necessitates
empirical system identification from observations.

Exploratory data analysis (EDA) is a main approach to
observation-based system identification. EDA combines visual
methods and summary statistics for initial data analysis. In
traditional EDA, there is a gap between the thinking of the expert
and the logic of the analysis method.

In general, everyday and engineering thinking use a qualitative
approach. Qualitative abstraction represents the system with a
discrete model of the granularity of individual operation domains.
This way, qualitative models avoid the complexity problems by
identifying and focusing on the most important features observed.

Qualitative modeling is a gradual, iterative process extracting
more and more abstract details of the observations. As the
individual model fragments merge into the evolving system
model, each step needs validation and verification (V&V). The
use of a discrete formalism supports V&V by logic reasoning.

The paper presents a prototype implementation covering data
profiling, continuous-qualitative abstraction, and Answer Set
Programming (ASP) for logic reasoning.

Index Terms—empirical system identification, qualitative mod-
eling, model validation and verification

I. INTRODUCTION

The goal of system identification is to extract a faithful
model from observations (Fig.1) to support model-based sys-
tem design and management. The proposed extraction work-
flow includes the main characteristics of the pure analytic
models (mathematical precision), exploratory data analysis
(iterative process), and qualitative reasoning (engineering
thinking for model interpretation) aspects.

The uniform representation of the models will be the em-
bedding frame of digital twins (DT). DTs bridge the physical
and cyber world by a model of the system. They are the core
of complex CPS design and supervisory control.

The system identification workflow leading to a DT is
divided into five steps, namely: 1) engineering modeling
(merging the available design information on the system under

The project was funded by the European Union, co-financed by the Euro-
pean Social Fund (EFOP-3.6.2-16-2017-00013). The results were established
in the framework of the professionalcommunity of Balatonfüred Student
Research Group of BME-VIK

Fig. 1: System identification workflow

evaluation); 2) data preparation (resulting in an analysis
ready form of observations); 3) data interpretation (the core
activity of EDA delivering mathematical model fragments);
4) model construction (composing the fragments into the
evolving DT); 5) finally, reasoning (V&V, estimating and
checking the impact of the individual steps of model building).

Understanding the data requires a hierarchical refinement
(drill-down) to examine a sub-phenomenon or subsystem in
details. Therefore, the workflow may include several adaptive
iterations, where the results of the previous steps guide the
analysis and model building progresses.

The proposed workflow supports modeling by a unified
(qualitative) representation of the mathematical and engineer-
ing models. All the models originating potentially in different
paradigms can be mapped to the common language of math-
ematical logic and this merged model defines the boundaries
of the solution space.

II. SYSTEM IDENTIFICATION

A. Engineering modeling and data preparation

Strategy design requires the definition of the engineering
objectives including analysis and measurement requirements,
and the collection of background models about the system
under evaluation. This step also includes the collection of the
observations of measurements (benchmarking campaigns).

The purpose of the data preparation step is to get an
analysis-ready dataset. Data cleansing decides upon the mit-
igation actions related to missing or ill-formed data. Further-
more, data validation (e.g., semantic constraints) ensures the
proper data quality for further analysis.
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B. Data interpretation
The main goal of data interpretation is information (model)

extraction from the data expressing generalizable knowledge
about the target system.

As observations originate in the compound of the system
under evaluation, the instrumentation, and workload, EDA
should cover the soundness of the entire campaign as well.

Modern data analysis frameworks facilitate the preliminary
data analysis by means of automated data profiling, a general-
purpose pre-stored workflow. Data profiling performs the most
typical application-independent statistical analysis tasks over
the target dataset. The automated data profiling guides the
EDA by highlighting the particular phenomena and generating
a warning on unusual statistical characteristics to raise the
expert’s attention.

Data profiling derives the overall characteristics of the
dataset. The most important measures cover:

• missing values (the engineering interpretation of missing
values is crucial in understanding the behavior from the
observations),

• quantile statistics (allows a non-parametric analysing the
ranges and distribution of the data);

• descriptive statistics (measures the asymmetry of the
distribution of the variables (e.g., skewness), an important
metric in benchmark analysis and a critical metric in real-
time systems analysis);

• interactions (pairwise visual exploration of the continu-
ous variables, allows checking the relation of the variables
separately)

• correlation analysis (supporting feature selection and
causality analysis over continuous, ordinal and categori-
cal variables).

The detailed analysis focuses on several peculiarities that
were highlighted by the profiling analysis.

C. Model construction
The previous steps are easy to use for domain experts to

pre-process and understand the data. However, there is still a
gap between the thinking of the expert and the logic of the
analysis method, in general, everyday and engineering thinking
use a qualitative approach.

Qualitative thinking is near to common sense engineering
thinking (e.g., a system manager typically reasons like if
the amount of free memory is low, then the throughput is
low). Usually, the exact values of variables during analysis
is irrelevant to explore the operational principle in the system.
This way, our proposed method uses qualitative models [1]–
[4]. Modern IT-based system are designed to be scalable, but
their fundamental functioning depends less of the resources
allocated (dimensioning).

Hybrid modeling (Fig. 2) takes the advantages of both
the qualitative and continuous models. It characterizes
dimensioning-independent operational ranges with discrete
values and scales the qualitative ranges by choosing their
boundaries. The approach allows integrating all available
knowledge into a single uniform model.

Fig. 2: Hybrid modeling

This discrete model aggregates the individual subspaces
corresponding to qualitatively different modes of operation
into a single abstract qualitative state (on observations, this
corresponds to assigning a single element to an entire cluster).
The engineering reason behind the hybrid modeling technique
is that elements inside of a domain corresponding to a homo-
geneous operation regime expose similar behavior, which can
be modeled as identical ones and map into a single state.

Creating a hybrid model as part of the system identification
process necessitates the clustering of the data into domains
(operational regimes), which show qualitatively identical be-
havior of the system. This task, referred to as discretization,
can be performed by an expert manually (by visualization tech-
niques) or by automated means (by algorithmic clustering).

D. Iterative reasoning

The reasoning step of the process allows the exploration and
analysis of relationships in the data. The iterative consistency
checking tests that the concluded information is still consistent
with the extracted and the original models. For instance, if
by correlation analysis a ∼ b and b ∼ c in the qualitative
model preserving proportionality, aq ∼q cq should be valid
for the proportionality of their qualitative counterparts. This
way systematically accessing the implications of a new model
fragment can enrich the model or generate criteria for V&V.

Such reasoning can reveal hidden relations. The engineering
interpretation of the concluded information helps the un-
derstanding of the models. The iterative reasoning (Fig. 3)
supports the continuous refinement of the system model. The
initial background knowledge covers formalized requirements,
constraints, and it can represent the hierarchical structure of
the system, observations and other engineering models.

We propose Answer Set Programming (ASP) [5], [6] for
universal modeling language for all the qualitative models and
reasoning. As ASP provides a knowledge representation and
logic reasoning framework [4], it allows the representation of
both the engineering and mathematical models.
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Fig. 3: Iterative reasoning process

Technically, ASP is a modularizable Prolog-like language
with stable model semantics [7]. Modularization facilitates
to create the different sub-models in a well-structured way.
The observation, background knowledge, and queries can be
stored in different ASP modules. The analyst can include these
modules separately for reasoning about the model fragments.

III. PROOF OF CONCEPT FRAMEWORK

We created a proof of concept in the form of Jupyter
Notebooks [8] [9]. The objective was the support of education
and the conceptual validation of the qualitative approach by
pilot examples. This framework presents an example for sys-
tem identification process for educational and demonstrational
purposes and serves as a blueprint for similar tasks.

The modern notebook data technology for modeling has
important advantages in empirical systems engineering. For
instance, every measurement campaign should be validated
from a metrological point of view. This includes expert-driven
processes that require a proper documentation (e.g., executed
steps, tools, evaluation of the results) for reproducibility.

Notebook technology is the most common general-purpose
data analysis tool that implements literate programming [10],
a solution to support expert analysis activities through a
self-documenting and reproducible process. In particular, it
supports the evaluation of the results, the preparation of the
documentation, and the traceability of the flow of adaptive
model refinement process in empirical systems engineering.

The majority of open-source packages were evaluated dur-
ing the notebook composition process and those were included
which fit best to empirical system identification [11].

The notebooks cover the following topics:
1) Preliminary analysis with data profiling [12]: The first

notebook executes the data profiling analysis highlighting
the analysis of missing data, basic variable statistics, and
correlation analysis. The profiling step triggers warning
messages to highlight specific phenomena in the dataset.

2) Detailed EDA [13]: The second notebook focuses on
the drill-down by analyzing the data using interactive
visualization and checks for rare events. Special attention
was paid to rare events and outlier detection fundamental
in critical system design.

3) Aggregated analysis [14]: The third notebook uses the
previously estimated operational ranges (qualitative data)
for data aggregation, feature selection, and transition
graph construction.

4) Integration of ASP: The notebook about the integration
of ASP presents the discrete qualitative model and rea-
soning over it. This notebook represents the examples on
the aggregated data.

While this series of notebooks covers the fundamental steps
of qualitative model identification and analysis its open struc-
ture facilitates the inclusion of other problem specific methods
as well. For instance, an other demo notebook examines
xAI (eXplainable AI) metrics with the DALEX [15] model
explanation and exploration tool, while another one the IBM
AIX360 [16] model examination tool [17].

IV. FUTURE WORK

The PoC implementation targeted only the evaluation and
selection of the core algorithms in order to get a sense of
the effectiveness of the approach. The approach is feasible
as an end-to-end solution for the empirical identification of
qualitative models. However, several limitations have to be
resolved before applying them to large-scale real-life projects
due to the nature of PoC. As embedded automation for sub-
task is a productivity booster in the analysis workflow, further
intelligent (sub)algorithms will be integrated to increase the
efficiency. Assurance of computational scalability needs proper
big data ready data storage and management. The rest of
the section summarizes the algorithmic challenges needed for
practical usefulness.

Engineering modeling Currently, a completely unfolded
ASP program represents all the models. However, efficient
data management (like ontologies and knowledge graphs) is
needed for knowledge representation related to complex mod-
els. The efficient handling of many-dimensional big data is not
yet explored in full detail. However, there are some packages
(DASK [18]) that promise more efficient data handling in
notebook environments.

Data preparation The management of missing data differs
in the business and engineering context. While, in business
data omission or imputation provide a phenomenological
solution; engineering modeling needs root-cause analysis to
identify measurement errors or omission failures in the system.

Model extraction Identifying a state machine’s highly
sequential behavior from the discretized observations is a
special branch in system identification. Process mining (PM)
approaches [19]–[21] implement dedicated algorithms to ex-
tract compact models from event logs. The current notebooks
illustrate the potential with a mockup-styled implementation
of the functionality.

Black box models The integration of eXplainable AI (xAI)
techniques aim at the evaluation of ML models embedded
in a system. At the same time, the qualitative counterparts
of the explanatory metrics can be included into a qualitative
model. E.g., model explanations in xAI [15], [22], [23] allow
the evaluation of variable importance and sensitivity analysis.
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Temporal expressions The common ways to describe se-
quential behavior and requirements, ASP can be extended to
solve temporal programs through an extension (Telingo [24]).
Further research is required to explore how the increased
expression power can facilitate the model and consistency
checking for the exploration workflow which is confined
currently to a few steps only.

Causal inference Exploitation of causal relations has a
huge potential to improve the efficiency of the EDA. Causal
inference is a type of inductive reasoning. Causal inference
draws a conclusion about a causal connection based on the
conditions of the occurrence of an effect. This way, inductive
reasoning should be explored in the future.

Inductive learning Inductive learning of ASP (ILASP)
[25], [26] is a machine learning paradigm for learning ASP
programs from examples. This approach promises further
automation of model extraction. [27] explored some aspect
of the causal exploration and the inductive ASP learning
environment, but this is still a promising future work.

Rough Set Theory RST [28], [29] is a mathematical
paradigm to manage noisy and uncertain data. This way, it is a
natural candidate for managing measurement data in a discrete
form. RST provides a formal approximation of a set in the
form of sets that define the lower and the upper approximation
of the original set. Potentially, RST can be used for model
approximation in such problems where the impacts of over
and under approximations are asymmetrical like in risk and
safety analysis or the validation of a requirement does not
require an exact match of the model.

Back annotation The reasoning process’s total integration
into the analysis environment and the reasoning capabilities
are highly promising, but their tight integration requires future
work. On the one hand, the current integration leaves the
evaluation of the results to the expert. On the other hand,
a stepwise fine granular integration promises proper guidance
for the data exploration process.

Technical difficulties Exploratory data analysis in a note-
book environment uses many external packages. The mainte-
nance of open-source packages is also a non-trivial problem.
There are solutions for organizing and maintaining notebook
projects (e.g., Cookiecutter [30]), but the exploration of these
tools and techniques require further research.

V. SUMMARY

The paper introduced a proof of concept framework in
the form of notebooks for the proposed empirical system
identification workflow and presented the potential future work
in many possible directions.

The PoC implementation proved its usefulness at courses at
the University of Florence and BME as teaching material and
a blueprint for the students’ individual work.
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Abstract—Oscillometric blood pressure measurement is one 

of the most commonly used methods to estimate the state of the 

cardiovascular system. Despite its widespread use, accuracy of 

the oscillometric method is influenced by several factors and can 

be questionable in case of arrhythmia, jerky breathing and 

increased arterial stiffness. This paper analyzes the accuracy of 

the oscillometric method for measurements of patients affected 

by cardiovascular diseases.  Illustrative examples are given when 

the conventional oscillometric method produces high errors. A 

method is proposed for the compensation of these errors based on 

the photoplethysmographic signal. 
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photoplethysmography 

I.  INTRODUCTION 

Blood pressure is one of the most important vital signs used 
to assess the state of the cardiovascular system. Automated 
blood pressure monitors are easy to use and inexpensive 
devices providing a quick way to estimate blood pressure 
mostly applying the oscillometric method. The oscillometric 
method is based on the measurement of pressure oscillations in 
a pneumatic cuff typically wrapped around the upper left arm 
[1]. Most automated blood pressure monitors inflate the cuff 
quickly above the systolic blood pressure (SBP) and then 
deflate the cuff slowly. The amplitude of pressure oscillations 
in the cuff increases as cuff pressure falls between SBP and 
mean arterial pressure (MAP) and decreases below MAP. 
Maximal oscillation occurs close to the MAP [2]. The 
estimation of SBP and the diastolic blood pressure (DBP) is 
based on the observation that the amplitude of oscillations at 
SBP and DBP are nearly fixed ratios of the maximum 
amplitude of oscillations [3]. However, these characteristic 
ratios are obtained empirically, and they show large variability 
among individuals. The accuracy of oscillometric blood 
pressure measurement is influenced by several physiological 
factors including pulse pressure, anatomical position, elasticity 
and size of the measured artery and properties of the 
surrounding tissue [4]. Increased arterial stiffness generally 
impairs the accuracy of oscillometric blood pressure 
measurement [5]. Moreover, SBP and DBP can change 20 
mmHg or more within a few heartbeats due to the intrinsic 
physiological variation of blood pressure [6]. Thus, momentary 

values provided by the oscillometric method do not 
characterize blood pressure appropriately. 

A more comprehensive picture can be gained about the 
state of the cardiovascular system, if more than one 
physiologically relevant signal is measured. 
Photoplethysmography (PPG) is an optical technique for the 
measurement of cardiac-induced pulsatile changes in tissue 
blood volume [7]. PPG enables or promotes the measurement 
of cardiovascular parameters, which correlate with arterial 
blood pressure, such as heart rate, pulse wave velocity and 
tissue blood volume changes [8]. Nitzan reported an automatic 
cuff-based measuring method of SBP using an inflatable cuff 
and two PPG sensors at two peripheral sites [8]. The amplitude 
and baseline of the PPG signal, heart period and time delay 
between the arrival time of PPG pulses to the two sensors were 
used to help estimate SBP. The cuff was used for the initial 
calibration phase. During the calibration, disappearance and 
reappearance of the PPG signal was detected based on a 
parameter characterizing the pattern of pulses and the 
correlation between subsequent heart cycles in the PPG curve. 
Yoon et al. used both ECG and PPG signals to estimate SBP 
and DBP [9]. Pulse transit time, systolic upstroke time, 
diastolic time and the width of 2/3 pulse amplitude were used 
as parameters in linear regression analysis for SBP and DBP. 
For SBP, pulse transit time from the ECG R peak to the PPG 
waveform maximum derivative point, for the DBP, diastolic 
time allowed the best estimation when using individual 
calibration of regression lines. Kurylyak et al. proposed a 
method for continuous non-invasive blood pressure estimation 
from the PPG signal based on artificial neural networks [10]. 
Cardiac period, systolic upstroke time, diastolic time, and 
systolic and diastolic width at 10, 25, 33, 50, 66, 75 percent of 
pulse height were used as extracted parameters. Shin & Min. 
defined a parameter called pressure index taking into account 
the PPG signal and the subject's heart rate and height [11]. The 
proposed pressure index showed statistically significant 
correlation with SBP and MAP but not with DBP. Mousavi et 
al. reported a method for blood pressure estimation using raw 
values of the PPG signal without extracting special features 
[12]. The PPG signal between two consecutive systolic peaks 
was considered as a feature vector. After dimension reduction, 
feature vectors were used as inputs to nonlinear regression 
algorithms. Adaptive Boosting regression produced the 
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smallest mean error and was selected as the best estimator of 
SBP, MAP and DBP. 

In this paper, we analyze the accuracy of oscillometric 
blood pressure measurement for recordings of patients affected 
by cardiovascular diseases. Illustrative examples are given 
when the conventional oscillometric method produces high 
errors. A method is proposed for the compensation of these 
errors making use of the extra information provided by the 
PPG signal. 

II. MATERIALS AND METHODS 

A. Data Acquisition 

Measurements were carried out using a home health 
monitoring device [13]. The device contains an inflatable cuff 
with two control valves and it is able to keep cuff pressure at a 
constant value. The device also measures ECG in Einthoven II-
lead and PPG at the fingertip with a sampling frequency of 1 
kHz. A transmission-type PPG sensor is used to reduce the 
effect of motion artifacts. The device inflates the cuff with 
approximately 6 mmHg/s speed to 170 mmHg, then deflates 
the cuff with the same speed. Deflation is stopped at 60 mmHg 
for 10 seconds. When 40 mmHg is reached during deflation, 
CP changes abruptly to 0 mmHg. During the measurements, 
investigated in this paper, signals were recorded in resting state 
of the patient, in supine position. 

B. Tested persons 

30 patients (13 females, 17 males) affected by 
cardiovascular diseases and two healthy adults (2 males) 
participated in the measurement series reported in this paper. 
Diseases of patients included aortic valve stenosis, 
hypertension, angina pectoris, diabetes mellitus, 
atrioventricular nodal reentrant tachycardia, atrial fibrillation 
and coronary artery disease. All tested persons gave their 
written consent. The research was performed in accordance 
with the Declaration of Helsinki and the study protocol was 
approved by the Scientific and Research Committee of the 
Hungarian Medical Research Council (SE RKEB 46/2020). 

C. Estimating SBP assisted by the PPG signal 

During inflation, the pulsation of the PPG signal disappears 
when the cuff pressure exceeds SBP. Nitzan proposed a 
method for the detection of the disappearance of the PPG 
signal based on the pattern of pulses [8]. However, the signal-
to-noise ratio of some clinical recordings was very low, so we 
used a method that does not require the designation of fiducial 
points, only the envelope of the signal must be determined. The 
maximum difference between the upper and lower envelope 
was calculated in a sliding window with a length of 300 ms. 
Disappearance of the PPG signal was detected applying 
thresholds on the output of the moving window-based envelope 
range calculation. In this paper we focus on SBP, DBP 
estimation aided by the PPG signal is not discussed. 

D. Comparing results to the conventional oscillometric 

method  

Results of the PPG-based blood pressure estimation were 
compared to the conventional oscillometric method. 
Manufacturers of automatic oscillometric monitors do not 
publish the methods and coefficients implemented in their 
devices [14], therefore, we implemented the conventional 
oscillometric method described by Geddes et al. [15]. SBP 
calculated using the PPG signal was compared to SBP 
determined by the oscillometric method, during inflation. In the 
conventional oscillometric method, the cuff is inflated quickly 
and deflated slowly and SBP is detected during deflation. 
However, the device we used inflates the cuff slowly enabling 
the detection of SBP during inflation. 

III. RESULTS 

A. Estimating SBP in case of arrhythmia 

The amplitude and shape of oscillometric pulses 
corresponding to irregular heartbeats can be significantly 
different from that of normal heartbeats. As a result, the 
oscillometric algorithm may produce high errors. Figure 1 
shows the bandpass filtered cuff pressure signal of a patient 
with angina pectoris (chest pain due to coronary heart disease). 
Heartbeats are irregular between the disappearance of the PPG 
signal (triangle) and the point of SBP detection by the 
oscillometric method (circle). Oscillometric pulses 
corresponding to irregular heartbeats have very small 
amplitude and altered shape compared to normal heartbeats. 
Note, that negative pressure values can occur due to bandpass 
filtering. 

 

Fig. 1. Bandpass filtered cuff pressure signal (oscillometric waveform) of a 
patient with arrhythmia (senior male patient with angina pectoris). The 

oscillometric pulses corresponding to irregular heartbeats have smaller 

amplitude and altered shape compared to normal heartbeats. Triangle: 
disappearance of PPG. Circle: pulse peak corresponding to SBP detected by 

the conventional oscillometric method. Difference in estimated SBP = 13.1 

mmHg. 
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Fig. 2. Bandpass filtered cuff pressure signal (oscillometric waveform) of a 

patient with increased arterial stiffness (senior male patient with 

hypertension). There is a sudden drop in oscillometric amplitudes two heart 
cycles after the maximal amplitude. Triangle: disappearance of PPG. Circle: 

pulse peak corresponding to SBP detected by the conventional oscillometric 

method. Difference in estimated SBP = -9.9 mmHg. 

 

Fig. 3. Bandpass filtered cuff pressure signal (oscillometric waveform) of a 

healthy senior male after short physical stress. The oscillometric method 
(circle) detects SBP earlier than the disappearance of the PPG signal 

(triangle). Difference in estimated SBP = -6.8 mmHg. 

B. Estimating SBP in case of increased arterial stiffness 

Systolic and diastolic detection ratios are sensitive to the 
degree of arterial stiffness [5]. Figure 2 shows the bandpass 
filtered cuff pressure signal of a patient with increased arterial 
stiffness (senior patient with hypertension). There is a sudden 
drop in oscillometric amplitudes two heart cycles after the 
maximal amplitude (MAP). 

C. Estimating SBP in case of physical stress 

Physical stress affects heart rate, vascular mechanisms 
controlling the elasticity of arteries and the frequency of 
breathing. As a result, factors affecting the accuracy of the 
oscillometric method are more pronounced during and after 
physical stress. Figure 3 shows the bandpass filtered cuff 
pressure signal of a healthy senior adult after running one floor 
downstairs and one floor upstairs. The oscillometric method 
detects SBP earlier than the disappearance of the PPG signal. 

D. Estimating SBP in case of jerky breathing 

Breathing modulates heart rate and heart rate variability, 
pulse wave transit time and blood pressure. Irregular, jerky 
breathing or coughing can alter the shape and amplitude of 
oscillometric pulses and may lead to inaccurate measurement 
results. Figure 4 shows the bandpass filtered cuff pressure 
signal of a healthy young adult performing forced irregular 
breathing during the measurement. The shape of oscillometric 
pulses show high variability during the measurement and the 
change of amplitudes after exceeding MAP is not monotonic. 

E. Comparing SBP estimation based on the PPG signal to the 

conventional oscillometric method 

Figure 1-4 illustrate deviations posing difficult situation to 
the conventional oscillometric method. The difference between 
SBP values estimated based on the PPG signal and on the 
conventional oscillometric method was calculated for all 30 
measurements of patients. The mean difference was 1.04 
mmHg with a standard deviation of 6.04 mmHg. The largest 
positive difference found was 13.6 mmHg, the largest negative 
difference was -12.6 mmHg. 

IV. DISCUSSION 

Detecting the disappearance of the PPG signal during cuff 
inflation enables the accurate detection of SBP in situations, 
when the oscillometric method produces high errors. However, 
some factors affecting the accuracy of oscillometric 
measurement can make the detection of SBP from the PPG 
signal also difficult. Irregular heartbeats, irregular breathing, or 
coughing occurring when cuff pressure is near SBP, can make 
the detection of the disappearance of the PPG signal 
ambiguous. The envelope-based detection of the disappearance 
of PPG helps mitigate this problem. However, if arrhythmia or 
coughing occurs in the heart cycle, which corresponds to the 
time point when cuff pressure exceeds SBP, the accuracy of the 
method decreases.  

 

Fig. 4. Bandpass filtered cuff pressure signal (oscillometric waveform) of a 
healthy young male performing forced irregular breathing during the 

measurement. The shape of oscillometric pulses show high variability during 

the measurement and the change of amplitudes after exceeding MAP is not 
monotonic. Triangle: disappearance of PPG. Circle: pulse peak corresponding 

to SBP detected by the conventional oscillometric method. Difference in 

estimated SBP = -7.6 mmHg. 
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Another way to handle this problem is to limit the time 
interval where disappearance of the PPG signal is searched for 
by the algorithm. Parallel measurement of ECG and PPG 
enables the calculation of pulse wave transit time (PWTT). In 
most cases the R-peaks in the ECG signal can be detected 
reliably, thus an estimation can be given for characteristic 
points of the PPG signal in each heart cycle, based on possible 
limits of PWTT.  

Motion artifacts in the PPG signal can also lead to 
erroneous results of SBP detection as they can have an impact 
on the calculation of threshold values. A possible way to 
validate thresholds is to calculate them for both inflation and 
deflation independently and compare the detected SBP values. 
It is known, that SBP values detected during inflation and 
deflation may differ substantially [16], however an upper limit 
can be defined for the difference. The comparison of SBP 
values can serve as a sanity check for threshold values. Motion 
artifact removal can also be implemented but it has to be done 
carefully. Occlusion of the brachial artery by the cuff and 
physiological phenomena mentioned earlier may produce 
altered PPG waveforms, similar to motion artifacts. 

The difference between SBP values detected based on the 
PPG signal and by the conventional oscillometric algorithm 
may depend on the speed of inflation. In the present study, we 
used an inflation speed of approximately 6 mmHg/s, thus, 
differences shown in the figures can exceed 10 mmHg. 
Decreasing the speed of inflation can lead to smaller errors if 
time differences between detection points remain the same. For 
example, if only one irregular heartbeat occurs delaying SBP 
detection of the oscillometric method by one heart cycle, the 
error of the estimated SBP value is smaller if inflation speed is 
lower. However, if arrhythmia or jerky breathing affect more 
than one subsequent heart cycles, smaller inflation speed does 
not necessarily lead to smaller errors. 

Personalization is expected to improve the accuracy of SBP 
estimation. Thresholds for the detection of the disappearance of 
PPG can be tuned to be patient specific. PWTT is also person 
specific. If it is used as extra information, initial measurements 
must be carried out for each patient to determine its normal 
value in resting state and during cuff inflation. The difference 
between SBP values during inflation and deflation shows large 
between-subject variance. The standard deviation of the 
difference for the clinical recordings was 7.9 mmHg. To use 
this difference effectively as a sanity check for SBP detection, 
personalization is needed. 

V. CONCLUSION 

Oscillometric blood pressure measurement is a widely used 
technique with several advantages, but it also has major 
limitations. In this paper we investigated the accuracy of the 
conventional oscillometric method using clinical recordings 
and compared it to SBP estimation based on the PPG signal. 
Our results show that the difference between SBP values 
estimated by the two techniques can exceed 10 mmHg and the 
PPG-based method enables the detection of SBP in situations, 
when the conventional oscillometric method produces high 
errors. However, the accuracy of SBP estimation from the PPG 
signal can also be affected my many factors. Further research 

work is needed to improve blood pressure measurement based 
on the PPG signal including both SBP and DBP estimation and 
personalization. 
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Abstract—Since the early 2000’ years, the CubeSats have been
growing and getting more and more “space” in the Space indus-
try. Their short development schedule, low cost equipment and
piggyback launches create a new way to access the space, provide
new services and enable the development of new technologies for
processes and applications. That is the case of the Verification
and Validation of these missions. As they are cheaper to launch
than traditional space missions, CubeSats win by numbers. With
more than 1000 CubeSats launched they still achieve less than
50% rate of successful missions and that is caused mainly by poor
V&V processes. Model Based approaches are trying to help in
these problems as they help software developers along the last
years. As complex systems, space products can be helped by the
introduction of models in different levels. Operational goals can
be achieved by modeling behavioral scenarios and simulating
operational procedures. Here, we present a possible modeling
solution using a tool that integrates the functionalities of FSM
and Statechartes, the ATOM SysVAP (System for Validation of
Finite Automatons and Execution Plans). With this tool we are
able to model the behaviour of a space mission, from its top
level (i.e. system and segments) to its low level (subsystems) and
simulate their interactions (operation). With the help of Lua
Programming Language, it is possible to generate analysis files,
specific scenarios and control internal variables.

Index Terms—cubesat, model based, operations, finite state
machines, verification and validation

I. INTRODUCTION

The innovation through the micro/nano/picosatellites has
been creating a new whole market and habitat for the space
sector. With a short life cycle, low cost and the use of standard-
ized platforms, these satellites enable the in-orbit qualification
of new space technologies, high science and human resources
[1]. The CubeSat standard , a.k.a. U-class, has predefined me-
chanical and electrical interfaces, including launcher interfaces
[2]. They brought a new satellite development philosophy, not
only for the university satellites but also for all the small-
size ones. More than 1300 nanosatellites have been launched
in the last fifteen years, 1200 of them are CubeSats and the
foreseeable future expect more than 6 thousand in the next six
years [3].

The real deal is that in order to develop these missions
in universities, reliability requirements, usually specified at
traditional space missions, were reduced. Therefore, these
satellites have demonstrated high failure rate. Some recent
studies [3], [4] pointed out that 50% of the CubeSat-based
missions fail, and 70% of them are developed by inexperienced

teams. The big difference between the traditional developers
and these “hobbyists” is the lack of good practices in design,
assembly, and tests. We still have a lack of studies showing us
the main problems that cause these missions to fail, especially
during the operational phase. For most of them the absence of
processes and procedures documentation is the main problem
to investigate this kind of operation failure [5].

In this context we can point out the lack of testing methods
and operational procedures validated in ground, which are
techniques used in the satellite development cycle to support
the verification of the expected behavior of the system in the
operational environment, increasing the system reliability [6].

The Verification and Validation – V&V – processes are
crucial to all space missions to be successful. But for most
traditional space missions they are usually onerous in terms
of time and money costs, which is incompatible with the U-
class development philosophy, ”faster and cheaper” [7].

The fundamental for any V&V processes is the system
requirements specification. Most CubeSat-based projects have
given less importance to the mission requirements definition
and analysis phase because the use of the CubeSat standard is
considered the architectural solution to the satellite platform.
Although CubeSat provides COTS (Commercial Off The-
Shelf) subsystems with standardized interfaces and commu-
nication protocols, they are not enough to define the mission
goals. The mission requirements and constraints are the major
elements to drive the use of the COTS in right way, as
result of Phase 0 analysis, i.e. mission conception analysis
and feasibility.

The mission concept of operation – ConOps – is a discipline
in space system engineering that plays a very important role
in the mission requirements analysis. ConOps addresses the
mission analysis under the user’s perspective. It traverses both
ground and space segments, aiming to highlight dependencies
among mission elements and the space environment to meet
the mission operation requirements [8]. The mission ConOps
analysis deals with multiple operation scenarios that reveal
requirements and needed design functions.

V&V and ConOps are intimately related because the system
requirements and specifications derived from the operational
needs shall be verified and the intended use of the system
shall be validated considering the stakeholders expectations
[9], [10].
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Modelling the expected behavior of a system for require-
ments analysis purpose has been helping different engineering
areas across the years. Model Based approaches are get-
ting more and more of this piece of the market, including
Cube/NanoSats due to its speed, reliability, and reproducibility.
Modelling allows to represent the system in different level
of abstraction, under different perspective. Depending on the
purpose, appropriated modelling formalism is used to explore
particular aspect of the system.

Focusing on the concept of operation aspects of a Cubesat-
based mission, we present an experience on the use of a mod-
elling tool developed at INPE, by space system engineering
student. The tool aids the mission design analysis allowing
anticipate requirements verification by means of operational
scenarios validation. The purpose is to increase confidence in
the mission requirements, reducing the cost of design rework
in terms of time and resources consuming.

II. RELATED WORKS

New initiatives have been trying to increase the chance of
success of CubeSat-based missions using different approaches,
mainly Model-Based and Model-Driven approaches. Mod-
elling tools have helped many projects and missions to achieve
the confidence on their projects design and development before
going to production and operations since the beginning of
space racing.

[11] presents the CubeSat Reference Model – CRM – a
reference example that is being developed by the INCOSE
Space Systems Working Group – SSWG. The goal of the
CRM is to facilitate the design, verification and validation of
a CubeSat project using SysML. The CRM is being developed
flexible enough to be used in different missions and different
teams.

Other studies, [12], [13], focus on Model Driven Engi-
neering, aiming to automate the V&V of on-board embedded
software. The description of a MDV&V, or Model Driven
Verification and Validation, uses SysML to anticipate the
platform V&V, suggesting a systemic approach to simulate
all the real spacecraft tests. And the usage of a new models
philosophy (activity of space product V&V where different
models are specified for the space mission, like MockUps,
Engineering Model, Qualification Model, Flight Model, etc)
with intermediate models, e.g. FlatSats and DevSats [14].

Two highlighted works on this field are: (i) the devel-
opment of a process and metamodel, in Arcadia Method,
using Capella, for the flux of information and functionalities
of an spacecraft from its ConOps in order to automatically
fulfil the parametric information of a configuration file in
a orbiter/operational simulator [15] and; (ii) the proposed
Scalable Architecture Test System – SATS –, in order to
support the V&V, combine MDE and MBT to anticipate the
possible problems of interoperability and robustness [16].

III. MODELLING A SPACE MISSION

Aiming at representing the behavior of Cubesat-based mis-
sion under the perspective of operation for studies purpose

concerning operation scenarios telecommanded from ground
stations, the ATOM SysVAP modelling tool was used. Four
main reasons support the choice: (i) the tool was developed in-
house. ATOM SysVAP is a result from from an INPE’s master
student work; open source and available online in a git repos-
itory; (ii) this tool has been used in graduation class, at INPE,
to aid students on the specification of Operational Procedures,
visualizing their execution on an operational simulator (iii)
the use of Lua Programming scripts creates a new level of
modeling where it is possible to associate full operational
scripts to different states and events and; (iv) the use of FSM
is more simple and easy to deal and interfacing it with other
modelling and model checking tools, if necessary.

A. ATOM SysVAP

The ATOM SysVAP – Atom SYStem for Validation of
finite Automatons and execution Plans – is a tool developed
to validate an architecture proposed to execute execution
operational plans [17].

The ATOM enables the modeler to: (i) represent the Tran-
sition and States Domain as Mealy, Moore Machines and
Statecharts; (ii) represent sub-FSM as part of other FSM; (iii)
execute and validate operational plans in debug/real time mode
and; (iv) access to environmental variables in order to evaluate
the results and determine if the operational plan can or cannot
be accepted.

Also, the ATOM uses the Lua Programming language for
the development of the Domain Language. This capability
supports the model execution offering new facilities for the
data description.

B. Elements of the Model

The element of the modelled space systems follows the
hierarchical sequence presented at the Figure 1.

Fig. 1: Model breakdown hierarchy

At Figure 1, the rounded shapes represent FSM without
sub-FSM (bottom level of abstraction) as the square shapes
represent FSM that can be grained in order to lower the level
of abstraction.
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From the top level, the FSM “model” represents the model
as a whole, their sub-FSM are representations of what is inside
the system to be modeled, “system”, and what is outside
but still interferes with the system, the “environment”. As
a space system, we are able to divide into two other sub-
FSM, “space segment” and “ground segment”. This separation
is common at space missions to more easily organize the
attributions, needs and capabilities of each one. At this point
the ground segment can be divided into “tracking”, a model
to deal with the pointing and passover constraints of ground
stations and satellite, and “control”, the model responsible to
deal with the operation of the satellite, this model can represent
specific operational plans as multiple FSM. Similarly, the
space segment can be divided into the “service” and “payload”
buses. As a service bus, the platform is divided again into
the different subsystems. As an example of granularity, the
onboard computer model can be splitted into a sub-FSM
to represent only the logical functioning of the embedded
software, “obsw”.

Considering the launcher requirements for CubeSats, (a) the
satellite must be in “off” state while inside the dispenser;
(b) the satellite must have a device to ensure the batteries
are disconnected to the power system, a killswitch, while
inside the dispenser and; (c) the satellite must not enter any
operational state or boot mode for at least 30 minutes after
the launch from the dispenser.

So, the Figure 2 represents the models used for this situ-
ation, once the space segment receive the event “launched”
(fig. 2a), the variable “killswitch” turns false, activating the
event at the EPS – Electric Power Subsystem – model (fig
2b). The powering on of the EPS activates two events in two
different FSM: (i) the OBSw – On Board Software – FSM
starts a countdown of 30 minutes to start the booting process,
BOOT state, (fig 2c) and; (ii) at the Antennas Subsystem, the
deployment process of the antennas is started also (fig.2d).
Only after the 30 minutes, the OBSw is able to go to the
DEPLOYMENT state, where it awaits for the state of the
antennas (deployed or not, i.e. ants flag variable) changing its
state to SAFE. DEPLOYMENT, SAFE and NOMINAL are
states considered as operational for satellite already.

C. Analysis Files

Besides the modelling capabilities of the ATOM SysVAP
tool, one great advantage and feature of the IDE is the
integration with the Lua Programming Language. With that we
are capable of reading and writing “comma separated values”
files, a.k.a. csv files.

Once we have modelled the behaviour of the intended space
system, some routines and functions in Lua can be used
to generate analysis files, as csv files. These analysis files
represent the internal variables that we want to monitorate,
such as telemetries and more.

For example, Figure 3 shows an analysis file, read by a
python notebook, with information about the spacecraft battery
voltage level, the subsystems FSM actual states, and even data

(a) Space
FSM (b) Electric Power Subsystem FSM

(c) OnBoard Software FSM

(d) Antennas FSM

Fig. 2: Examples of modelled FSM

about a reliability model implemented and the number of faults
in the system, also implemented due to the Lua capabilities.

Fig. 3: Example of analysis file opened in Jupyter Notebook

The generation of these analysis files can help the devel-
opment team to check the behaviour of specific variables
of the spacecraft and how to control them and also help
the operational team to understand them even during the
operational phase.

Figure 4 helps us to understand some graphs that can be
plotted in order to evaluate the behaviour of some variables.
At Figure 4a we can access information about the battery level
as each state of the environment changes (i.e. sun or eclipse)
and if a certain number of subsystems are powered or not. As
this, we can monitor the depth of discharge of the battery and
simulate different conditions of operation taking into account
the power budget. Figure 4b represents a derived comparison,
from a fault model minimally implemented from a reliability
model (a Weibull distribution). In this case, the chance of a
fault occurrence, at the system level, is calculated as a normal
distribution from 0 to 1. Once the chance of a fault is less than
the reliability level at the same point in time, a fault occurs.

That is a simple fault model implemented without any fault
behaviour associated with.
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(a) Battery Level

(b) Reliability and Fault Count

Fig. 4: Examples of graphs derived from the analysis file

IV. CONCLUSIONS AND FUTURE WORK

As we evolve the technologies for the access of space, the
processes, procedures, activities and methods should evolve
together.

We presented an experience on the use of a modelling tool,
ATOM SysVAP, to represent the behavior of Cubesat-based
mission, under operational perspective, for the purpose of the
verification and validation as a point of view from ConOps.
The purpose is to highlight the dependencies among the
major elements of the mission and space environment under
perspective of the mission operation, which contributes to
increase confidence on the definition of system requirements,
reducing the project development cycle and the time spend
during V&V processes.

The ATOM SysVAP has demonstrated, so far, its capability
to, not only, model the operational phase of a space system, but
also help the conception, development, and V&V (validation
of specific FSM paths). With the use of Lua as scripting
language, the ATOM exploits its usage being capable of
generating telemetry files, payload data, mathematical mod-
els, evaluating behaviour in real time (debug) and, modeling
faults (using fault/error/failure behaviours and scenarios). This
capability enables the FSM to be more reduced and the models
simpler.

Moreover, the method used at this point is not completely

tool independent. Based on the capabilities of the ATOM
SysVAP, the models were evolved and implemented in order to
represent the space mission elements and behaviour. Compared
to other approaches, this paper does not goes too much far
away. FSM is a well known modeling method and scripting
languages are being used for a long time in the context
of repetitive activities. The use of both methods together in
the same tool enables the conception of a single modeling
environment that can be shard during the space product life
cycle (from concept to operations).

The idea for the future of these models is to evolve
them in order to model the behaviour for different opera-
tional plans/situations and being capable of modeling faults
at the subsystem level. Some studies are being developed
to use the ATOM to simulate the operational procedures of
the NanoSatC-BR2, 2U CubeSat developed by INPE to be
launched in March/2021. These models will help the Opera-
tional Team, at the Ground Stations, to be trained to deal with
possible situations that can happen at the in-orbit phases and
to analyze the autonomous operation of the payloads on board
of the nanosatellite.
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Abstract—Cyber-physical systems (CPS) are becoming more
prevalent for the reliable execution of critical tasks, e.g., in the
aerospace and medical fields. The development of such systems is
challenging, due to the heterogeneity of the components ranging
from sensors and embedded controllers to cloud solutions. Model-
driven approaches can provide a high-level abstraction to combat
the challenges. This paper proposes a model-driven development
approach supporting the precise modeling of CPS and the au-
tomatic derivation of implementation from the resulting models.
The approach introduces a composition semantics tailored to het-
erogeneous architectures for the precise description of component
interactions. Automated code generators allow the execution of
standalone software components on real-time controllers and sup-
port the synthesis of standalone hardware components, enabling
both the derivation of embedded software and the description of
logical circuit behavior. Component interactions are supported
by multiple communication solutions generally used in critical,
real-time embedded systems. The approach is implemented in
the Gamma framework and its applicability is demonstrated in
two case studies.

I. INTRODUCTION

Cyber-physical systems (CPS) [1] are present in numerous
industrial fields, e.g., control systems in automotive, aerospace
and healthcare applications. These complex systems not only
gather data from their surroundings, but they actively alter
the physical world to achieve certain goals. CPS can consist
of many heterogeneous components, such as microcontrollers
with sensors and actuators, and can connect to processes
running on other embedded devices. This heterogeneity makes
the development and analysis of CPS a challenge.

This complexity can be handled by introducing a model-
driven development approach, which focuses on the high-level
description of the system. This allows developers to focus on
the structure, behaviour and communication of the components
instead of low-level implementation details. Model-driven ap-
proaches can support verification and validation (V&V) tech-
niques, and based on a sufficiently detailed model, automatic
code generation is also feasible.

However, most modeling tools do not provide support for
the design of heterogeneous systems, which would require
the systematic integration of models describing the behavior

This work was supported by the ÚNKP-20-3 and 4-II New National
Excellence Program of the Ministry for Innovation and Technology and the
EU ECSEL JU under the H2020 Framework Programme, JU grant nr. 826452
(Arrowhead Tools project) and from the partners’ national funding authorities.

of standalone components. Furthermore, the automatic code
generation for different hardware components is rarely sup-
ported. Therefore, approaches aiming to support the model-
driven design of cyber-physical systems have to support 1)
the integration of components with well-defined execution
and interaction semantics tailored to heterogeneous systems
and 2) automatic code generators for different software and
hardware platforms, and communication modes. To solve this,
we propose a solution in the context of the Gamma framework.

The Gamma Statechart Composition Framework [2] is an in-
tegrated modeling tool for the semantically well-founded com-
position and analysis of statechart [3] components. Gamma
offers a UML-influenced [4] statechart language to define
atomic component behaviour with complex constructs, e.g.,
orthogonal regions and history states. At its core, it provides a
composition language supporting the hierarchical integration
of components with precise semantics [5]. Gamma supports
system-level formal V&V based on formal models of various
model checkers and back-annotating the results. The frame-
work provides test generation functionalities and automated
code generators for both statechart and composite models.

In this work, we extend Gamma to support 1) the modeling
of data-centric communication, 2) the generation of implemen-
tation in C and SystemVerilog and 3) communication between
component implementations via DDS or shared memory.

II. MODEL-DRIVEN DEVELOPMENT OF CPS

We integrated our model-driven development approach into
the Gamma framework in the form of three contribution
groups (depicted in Fig. 1), that is, the modeling of com-
posite CPS (Sec. II-A), the derivation of standalone reactive
component implementations (Sec. II-B) and supporting the
communication of the derived implementation (Sec. II-C).
The applicability of our contributions is demonstrated using
a running example (Sec. II-D).

A. Modeling Composite CPS

In Gamma, statechart components can be hierarchically
composed to create composite components. Components in-
side such compositions receive inputs and produce outputs
through ports. These input and output ports can serve as com-
posite system ports, receiving from and producing to outside
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Fig. 1. The steps of our CPS-development approach introduced to Gamma

sources. Components inside a composition use channels to
connect their ports and communicate with each other.

Contribution 1 introduces a new asynchronous component
type, the data-centric component to the composition language
of Gamma, which uses data as a means of communication, a
common characteristic of components in heterogeneous CPS.
As this paper focuses on the overall model-driven development
approach, we give only an overview of data-centric compo-
nent, and do not include its formal definition.

Data-centric components share data using shared variables,
which are modeled by event declarations having only one
parameter: sending and receiving an event with a parameter
is equivalent to writing and reading a variable in this case.
Currently, each shared variable can have one well-defined
reader (as a specific event declaration is owned by a single
component) and one or more writers (other components that
can send the specific event via a channel). During execution, if
there are multiple writes to the same variable (instances of the
same event can be sent multiple times to the same component),
always the latest will prevail. This semantic variant does not
restrict the running frequency or runtime of components, they
run independently of each other.

B. Supporting New Architectures and Platforms

Contribution 2 (detailed in Sec. III) supports the generation
of implementation for embedded controllers and FPGAs by
introducing new code generators to Gamma that rely on the
framework’s statechart and composition languages to create
implementation from state-based models. Currently, Gamma
supports the derivation of Java implementation, however, in
the case of heterogeneous CPS, there is a need to support code
generation for embedded devices. To achieve this, the newly
introduced code generators derive implementation in C and
SystemVerilog languages. C is one of the most popular lan-
guages when developing embedded systems. SystemVerilog is
often used in FPGA development, and has high-level language
elements that facilitate code generation.

C. Establishing Communication

Contribution 3 (detailed in Sec. IV) introduces RTI DDS, an
implementation of the Data Distribution Service standard [6]
to Gamma to establish reliable communication between dis-
tributed components. DDS uses a publish-subscribe model to
share data on different topics and operates with a global data
space, acting as a local memory that can be accessed via an
API. Applications read from and write to these local memories,

and the DDS sends messages to update the memories of
remote nodes. These local stores supports the applications to
the access a global data space. DDS also provides QoS options
to increase the reliability of the communication.

To implement the communication between Gamma compo-
nents, the previously presented C code generator as well as
the code generator of RTI DDS is used.

D. Running Example: Crossroads Traffic Controller

We present our approach in the context of a running
example involving the design and development of a distributed
crossroads traffic controller system, presented in the official
Gamma tutorial.1 The crossroads traffic controller system is
modeled as a composite component consisting of three atomic
statechart components, a central controller and two traffic
lights controlled by the central controller.

The first case study presents shared memory communication
using a Digilent ZedBoard2, which consists of a dual-core
CPU and a Xilinx FPGA (found inside a Zynq-7000 SoC).
The controller runs on the CPU as software, while both traffic
lights are synthesised on the FPGA as hardware.

The second case study presents the distributed communica-
tion of components using DDS. The controller and the traffic
lights run in different processes and communicate via RTI
DDS. This case study presents our approach both in terms of
the operation of standalone HW and SW components and the
distributed communication of such heterogeneous components.

III. MODELING AND CODE GENERATION FOR
STANDALONE HARDWARE

We integrated our modeling and code generation approach
into the Gamma transformation chain depicted in Fig. 2.

As an optional step, statechart models created in integrated
modeling tools (such as MagicDraw3 and Yakindu4) can
be imported by executing model transformations that map
these models into the Gamma Statechart Language. This lan-
guage provides full support to describe self-contained control-
oriented, reactive behavior with high-level statechart constructs
(e.g., variables, orthogonal regions, history states and com-
plex transitions) and simple action language constructs (e.g.,
assignments, branches and fixed-iteration loops) and supports
data-intensive behavior with manually fillable stubs.

Gamma statecharts can be hierarchically composed accord-
ing to multiple precise execution and interaction semantics,
e.g., asynchronous-reactive, synchronous-reactive and cas-
cade [5]. Both atomic statecharts and composite components
can be mapped to models of a low-level transition systems
formalism, called EXtended Symbolic Transition Systems
(XSTS), serving as input to our introduced code generators.

An XSTS model describes state-based behavior based on
variables of type boolean, integer or enum, describing system
states, and transitions specifying possible changes in the state.

1The tutorial can be found at http://gamma.inf.mit.bme.hu.
2http://zedboard.org/product/zedboard
3https://www.nomagic.com/products/magicdraw/
4https://www.itemis.com/en/yakindu/state-machine/
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Fig. 2. The model transformation chain for code generation in Gamma

The high-level constructs of (composite) statechart models
are mapped to one or more variables. For example, an event
declaration is transformed into a boolean variable denoting
the occurrence of the event and optionally more variables
according to its parameters; a region is mapped to an enum
variable with literals denoting the contained states (which can
also be composite). Transitions can use atomic actions, such as
assignment actions or assume actions (assumptions that must
hold in order to execute specific action branches), which can
be reused to construct composite actions, such as sequential
actions (i.e., blocks) or deterministic choices.

In our C and SystemVerilog code generators, we map the
variables and low-level transition constructs of the XSTS
model to constructs of the respective languages (an overview
of the whole code generation process is depicted in Fig. 3).

A. C Code Generation

When generating code from a single statechart, multiple
source code components are generated. At its core, the derived
implementation contains a structure that encompasses all the
variables associated with the model: states, non-timeout and
timeout events. Multiple functions are generated as well, which
perform operations on the structure that contains the model
variables. A wrapper structure is also introduced, which is used
to implement timing mechanisms and callback functions. This
wrapper contains an instance of the statechart implementation.

Generating implementation for composite components pro-
duces files the same way as generating for standalone compo-
nents does, and functions identically to them. The difference
is that structures contain variables from all statechart compo-
nents, and functions execute operations on the whole system.

B. SystemVerilog Code Generation

In SystemVerilog, Gamma components are described as
modules. Modules have input and output signals that can
be connected to external sources such as GPIOs or other
modules when instantiated; the input and output events of
components are realised using such input and output signals.
The input signals are processed inside the module, where the
behaviour is described, and output signals are produced when
the corresponding events are raised. Inside the module, the

Fig. 3. An overview of the code generation in C and SystemVerilog

enumerations representing the states are generated as well.
Unlike the C source code, the SystemVerilog implementation
does not utilise functions to operate the model. Instead, it does
every action in a clock-driven loop, changing the state of the
model, and incrementing timeout variables.

C. Example: Digilent ZedBoard

In this example, the implementations of the controller and
the traffic lights of the crossroads traffic controller were
generated using the C and SystemVerilog code generators.

The traffic light implementations are generated in Sys-
temVerilog from the Gamma statechart model. Then, using
Vivado Design Suite, the implementation is packaged as an
AXI4 slave peripheral. The traffic light IPs are then connected
to the Zynq-7000 SoC and the design is exported as hardware,
serving as a target platform for the next step where the
controller is implemented. The controller implementation is
generated in C from its Gamma model. Then, the controller
is instantiated, gets reset, and is placed in a loop, where it is
executed. These steps happen in the context of the previously
exported target hardware, using Xilinx Vitis. Finally, the
system is loaded on the Zynq-7000 SoC, where the controller
uses memory mapping to write to the addresses of the traffic
lights, signaling them to switch their states.

IV. CODE GENERATION FOR DISTRIBUTED CPS
We introduce an RTI DDS code generator for Gamma asyn-

chronous composite components realising the data-centric, dis-
tributed communication of composite model implementations.

A. Sharing Data with DDS

Generating the implementation of DDS communication is
currently supported in C for asynchronous composite compo-
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nents containing data-centric components. In addition to the
component implementation, RTI DDS is also required to im-
plement DDS-based communication. First, an IDL (Interface
Description Language) file is generated from the composite
system, containing a data type for each channel (port-port con-
nection), system input and system output in the composition.
Publishers and subscribers are generated for each component
in the composite system. Finally, using the code generator of
RTI DDS, stubs are generated from the IDL file, creating the
files to implement the generated publishers and subscribers.

For each channel, a data type is generated, which is used by
the corresponding readers and writers. Components have one
publisher and one subscriber. Publishers serve as the output
of the component, while subscribers handle inputs (Fig. 4
presents an overview of this).

B. Example: RTI Connext DDS

To realize DDS communication , the statechart implemen-
tation wrapper of the component is placed in a loop, where
it is repeatedly executed. When its subscriber receives data,
it passes it to the statechart implementation. The statechart
processes the input, executes a step, and if possible, produces
an output. The output is passed to the corresponding publisher,
which publishes the data to other component subscribers.

The implementation of the controller and traffic light com-
ponents is generated via the introduced C code generator.
Then, from the composition, the necessary files are generated
to establish communication via DDS. From the generated IDL,
the necessary stubs are created using the code generator of RTI
DDS. Finally, the project is built, and the processes of compo-
nents are executed. As a result, the components communicate
via RTI DDS, behaving according to their statechart model.

Fig. 4. An overview of the implementation of DDS communication (P stands
for port, T stands for topic)

V. RELATED WORK

This section presents solutions addressing the model-driven
development of heterogeneous CPS that provide similar ap-
proaches in modeling and generating implementation.

ThingML In [7], a tool supporting a model-driven software
engineering approach is presented, focusing on the hetero-
geneity and distribution challenges of cyber-physical systems.
The ThingML language uses composite state machines to
model component behaviour and supports asynchronous com-
munication while supporting the generation of implementation
and communication. Contrary to Gamma, ThingML does not
support the semantically sound mix-and-match composition
of components according to various execution and interaction
semantics (synchronous and asynchronous), code generation
for hardware description languages and formal verification.

xMAS In [8], a set of microarchitectural primitives is
defined, allowing for the description of complete systems by
composition alone. It focuses on the efficient system-level
connection of different IP blocks, which is an integral part
of SoC design. The article proposes an approach based on
creating executable and analyzable high-level models, called
xMAS (eXecutable Microarchitectural Specification) models.
For formal verification purposes, it generates Verilog out of the
models and uses inhouse and academic tools. This approach
focuses on defining models on a microarchitectural level,
rather than defining high-level behaviour models, like Gamma.

VI. CONCLUSION AND FUTURE WORK

In this paper, we presented extensions to the Gamma
framework that enable the model-driven development of het-
erogeneous CPS. We introduced a data-centric communica-
tion semantics for the precise description of communication
between modeled components, code generators to support
the development of multiple embedded platforms as well as
a middleware-based communication solution to enable the
distributed functioning of components.

In the future, we plan to extend the architectural modeling
capabilities of Gamma. By defining the target platforms, the
framework could allocate components to the specified targets,
automatically creating corresponding implementation.
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Statechart Composition Framework: design, verification and code gen-
eration for component-based reactive systems,” in Proceedings of the
40th International Conference on Software Engineering: Companion
Proceeedings. ACM, 2018, pp. 113–116.

[3] D. Harel, “Statecharts: A visual formalism for complex systems,” Sci.
Comput. Program., vol. 8, no. 3, pp. 231–274, Jun. 1987.

[4] “OMG Unified Modeling Language (OMG UML), Superstructure,” pp.
525–582, 2009, https://www.omg.org/spec/UML/2.2/Superstructure/PDF.

[5] B. Graics, V. Molnár, A. Vörös, I. Majzik, and D. Varró, “Mixed-
semantics composition of statecharts for the component-based design of
reactive systems,” Software and Systems Modeling, vol. 19, pp. 1483 –
1517, 2020.

[6] “What is DDS?” https://www.dds-foundation.org/what-is-dds-3/.
[7] F. Fleurey and B. Morin, “ThingML: A generative approach to engineer

heterogeneous and distributed systems,” in 2017 IEEE International
Conference on Software Architecture Workshops (ICSAW), pp. 185–188.

[8] S. Chatterjee, M. Kishinevsky, and U. Y. Ogras, “xMAS: Quick formal
modeling of communication fabrics to enable verification,” IEEE Design
Test of Computers, vol. 29, no. 3, pp. 80–88, 2012.

27



Towards Interactive Learning for Model-based
Software Engineering
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Abstract—Model-based technologies improve the efficiency of
the design and development of IT systems by making it possible to
automate verification, code generation and system analysis based
on a formal model. A simple way of describing the behavior of
systems is state-based modeling, which - due to the advancements
of formal analysis techniques in recent years - can be widely and
effectively utilized when analyzing systems. A possible way of
synthesizing such models is to apply active automata learning
algorithms. Acquiring a correct formal model of a system can
be challenging because of the different theoretical and practical
obstacles of both manual and automated approaches. We propose
a semi-automated solution, that applies automata learning to
provide an interactive environment for model development.

Index Terms—Automata Learning, Formal Methods, Model-
based Software Engineering, System Design

I. INTRODUCTION

Model-based engineering is the formalized application of
modeling during system design and development. It improves
the efficiency of designing and developing IT systems by
formalizing verification, code generation and system analy-
sis, and in certain cases enables their automation as well.
Such models can be designed both manually and in auto-
mated ways, both of which have their disadvantages. On
one hand, it is difficult for the designing engineer to keep
every property of the envisioned system in mind at a given
time, partly because of the complexity of the system, and
because of possible hidden implications and contradictions.
Additionally, to conveniently specify requirements, different
scopes, abstractions and formalisms may be applied, which
may be difficult to reconcile. On the other hand, there are
fully automated solutions – usually stricter in these aspects
–, for instance, active automata learning, where the model
construction is characterized by a teacher component - which
is familiar with the extensive behavior of the system under
learning - and a learner component – which synthesizes
the model via queries to the teacher component. However,
such solutions have practical boundaries when validating the
inferred behavior of the system. The objective of our work
is to support the design of systems and components from the
ground up through a semi-automated solution – InterActive

This work was partially supported by the ÚNKP-20-4-II New National
Excellence Program of the Ministry for Innovation and Technology and by the
National Research, Development and Innovation Fund of Hungary, financed
under the 2019-2.1.1-EUREKA-2019-00001 funding scheme.

automata learning – which utilizes both the frequent input of
the designing engineers and automated techniques. As a result
of this approach, the users themselves are regarded as the
teacher component of the algorithm, resolving the infeasibility
of automated equivalence validation. This results in a semi-
automated solution driven by declarative behavioral require-
ment specification, which allows the designing engineers to
focus on the expected behavior of the system and on evaluating
the model proposed by the algorithm. This paper presents
an adaptive state-based modeling framework combining the
advantages of manual and automated solutions, into which we
designed and integrated the interactive algorithm. We created
a proof-of-concept implementation of the approach, allowing
system design through different formalisms, and the analysis
and development of interactive automata learning algorithms
to support model-driven development with an extended scope.

II. BACKGROUND

A. Model-Based Engineering

Due to the application of the modeling concept in several
completely different domains, first of all, we need to define
the meaning of model.

Model A model is the simplified image of an element of the
real or a hypothetical world (the system), that replaces the the
system in certain considerations. Two main types of models
exist in the literature: structural and behavioral.

Model-Based Systems Engineering (MBSE) is the formal-
ized application of modeling to support system requirements,
design, analysis, verification and validation activities begin-
ning in the conceptual design phase and continuing throughout
development and later life cycle phases [4]. This concept can
also be applied to software engineering. Note, that the models
may be the primary artifact of the development process, in
which case precisely defined formal models are required.
When the models are the primary artifacts, the process is called
Model-Driven Engineering.

In this paper, our goal is to assist MBSE through defining
a new metodology for requirement-driven component design.

B. Specifying Requirements

During our work, the concept of requirements is used
widely, therefore, it is essential to define it precisely.
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Requirement [1]
1) A condition or capability needed by the user to solve a

problem or achieve an objective.
2) A condition or capability that must be met or possessed

by a system component to satisfy a contract, standard,
specification or other formally imposed documents.

3) A documented representation of a condition or capability
as in (1) or (2).

Requirements are important, as both system design and
verification depend on them. They can be specified in many
different ways, the most common being textual requirements
in traditional feature lists – an informal way of requirement
specification.

The rationale behind the precise formalization of require-
ments is the wide range of automated applications, especially
in formal methods – such as validation, formal verification
or test generation. One possible requirement formalism is
Linear-Time Temporal Logic (LTL) expressions over paths
of automata models, resembling propositional logic extended
with temporal connectives – e.g. X (true in the neXt state),
F (at some point in the Future), G (Globally) or U (Until a
certain condition is met). One possible application of LTL
is the transformation to Büchi-automata (or in general ω-
automata), which then can be utilized in formal verification
[3].

C. Automata Learning

Due to our solution utilizing automata learning to synthesise
formal models, here we define its essential concepts.
Mealy machine A Mealy machine or Mealy automata is a
Tuple of M = (S, s0,Σ,Ω, δ, λ), where:

• S is a finite, non-empty set containing the states of the
automata,

• s0 ∈ S is the initial state,
• Σ is the input alphabet of the automata,
• Ω is the output alphabet of the automata,
• δ : Q× Σ→ Q is the transition function and
• λ : Q× Σ→ Ω is the output function.

A commonly used semantic helper can be defined over Mealy
machines as λ∗ : S × Σ∗ → Ω, defined by λ∗(s, ε) = ∅
and λ∗(s, wα) = λ(δ∗(s, w), α), essentially providing the
output of the automata after running an input sequence from
a specified state.
Automata Learning is a way of modeling a system as an
automata through observations without having specific knowl-
edge of its internal behavior.
Formally: Automata learning is concerned with the problem of
inferring an automata model for an unknown formal language
L over some alphabet Σ [5].
Two types of automata learning approaches exist in the liter-
ature.

a) Passive Automata Learning: In case of passive au-
tomata learning, the gathering of information is not part of
the learning process, but rather a prerequisite. The learning is

performed on a pre-gathered positive an/or negative example
set of the systems behavior. In passive automata learning, the
success of the process is affected greatly by the methodology
and time used to gather the data.

b) Active Automata Learning: In case of active au-
tomata learning, the behavioral information is gathered by
the learning algorithm via queries. Active automata learning
follows the Minimally Adequate Teacher (MAT) model pro-
posed by Dana Angluin [2], which defines the separation of
the algorithm to a teacher and a learner component in a way,
where the teacher can only answer the minimally adequate
queries needed to learn the system. These two queries are
described in the following.

Membership query Given a w ∈ Σ∗ word, the query
returns the o ∈ Ω output o corresponding to it, treating the
word as a string of inputs. We write mq(w) = o to denote
that executing the query w on the system under learning (SUL)
leads to the output o: JSULK(w) = o or λ∗(s0, w) = o.

Equivalence query Given a hypothesis automata M , the
query attempts to determine if the hypothesis is behaviorally
equivalent to the SUL, and if not, finding the diverging
behavior, and return with an example. We write eq(H) = c,
where c ∈ Σ∗, to denote an equivalence query on hypoth-
esis H, returning a counterexample c. The counter example
provided is the sequence of inputs for which the output of
system under learning and the output of the hypothesis differ:
JHK(c) 6= mq(c).
The learner component uses membership queries to construct a
hypothesis automata, then refines this hypothesis by the coun-
terexamples provided by equivalence queries. Once counterex-
amples can not be found this way, the learners hypothesis is
behaviorally equivalent to the SUL. The learning can terminate
and the output of the learning is the current hypothesis.

D. Simple Case Study

In order to illustrate the application of the proposed learning
algorithm, we iterate through a running example of an engineer
utilizing it to model a composite system of an intersection with
three distinct components: a traffic light, a pedestrian light and
a controller component. For the sake of conciseness, we only
showcase the capabilities of the framework and omit certain
steps of the modeling process.

Fig. 2. Possible states of the system: normal operation and the interrupted
state.

The functionality of the modeled system is simple: the
traffic light loops through the red-green-yellow cycle, while
the pedestrian light has a red-green cycle, as visualized on
Figure 2. A controller component is responsible for their safe
synchronization. Also, the police can interrupt the lights to be
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Fig. 1. The Proposed Workflow.

able to pass swiftly, in which case the traffic light switches to
blinking yellow, and the pedestrian light switches off. After
the police leaves the intersection, the lights return operation
through a safe (red) state.

III. OVERVIEW OF THE APPROACH

Our methodology is heavily based on the interactions of
the user with the proposed Interactive Learning Entity or
ILE – characterized by the interactive automata learning
framework. As Figure 3 illustrates, the two types of queries
asked by the ILE are equivalent to that of active automata
learning. In contrast to automated equivalence queries – where
a non-approximate guarantee of correctness is infeasible –
when delegated to a designing engineer, the only obstacles
in correctness are the design skills of the engineer. Since
no active automata learning algorithm exists in the literature
which can learn interactively, while adapting to different types
and the changing of reqirements, the ILE encompasses a new
interactive algorithm to learn, paired with an oracle to adapt
and keep the requirements consistent. The interactions with the
ILE take place in a predefined order – the proposed workflow,
illustrated on Figure 1. The workflow consists of two phases:
first, an offline one, then an online one, and ends with the
serialization of the models. During the offline phase, the ILE
offers little assistance, the designing engineer must determine
the required details by other means. The interactive system
design happens during the online phase.

Fig. 3. Queries of the ILE.

a) Interface and Component Definitions: This step
happens in the offline phase, as the determination of the
system components, their exact boundaries and interfaces are

part of the architecture, not the behavior. The engineer must
provide the names of the system components, along with their
interfaces – in other words their input- and output alphabets –
before the workflow can proceed to the next step. During the
online phase, the components are handled separately, and are
connected later based on their defined interfaces.

In our running example, the engineer first provides the
component TrafficLight with the input interface(s) containing
{toggle, interrupt} – corresponding to the light-switching
sequence and the police interrupt respectively – and output
interface(s) containing {red, green, yellow, blinkingYellow}
– corresponding to the states of a possibly connected basic
traffic light display. Then the PedestrianLight and the Con-
troller components follow, with interfaces defined through the
behavior seen in Figure 2 and specified analogously to the
previous example.

b) Providing Requirements: During the workflow, the
engineers can provide requirements in both phases. These
requirements can vary greatly in their scope – from being
specific to individual runs to being generally valid for the
whole component – in addition to the differences in the
formalism the user defines them through.

In the offline phase, this means that the users add require-
ments they have formulated in advance. This is useful for more
general requirements, with the scope of the whole component,
easily formulated as program logic expressions, or long and
complex traces.

In the online phase, adding requirements means answering
the questions formulated by the automata learning algorithm
about a yet unspecified behavior at a specific place in the trace
currently being examined. This too can be answered through
program logic – e.g. when the engineer realizes a general
property during the model construction – but also through
traces and through giving the corresponding output directly.

The ILE currently supports the following requirement for-
malisms:

1) Corresponding Output
2) Valid Trace
3) Invalid Trace
4) Sequence Diagram
5) LTL Expression
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Conflicting requirements are expected during the system
design, especially when abstraction refinement is applied.
However, conflict handling is a difficult and resource intensive
task for algorithmic reasons. Consequently, the ILE only
guarantees to handle the conflict, when it also interferes with
the model synthesis, in which case, the user is asked to remove
one of the conflicting models.

Fig. 4. Examples for attempting to model the requirement ’after toggle/red,
for toggle the output is green’ through a valid trace automaton (upper) and a
Büchi automaton (lower).

For the traffic light component of our running example, the
engineer may provide toggle/red toggle/green toggle/yellow
toggle/red toggle/green as an initial, Valid Trace-type require-
ment to illustrate the toggle sequence of the traffic light. A
similar, less redundant and more expressive LTL requirement
can be formulated for a subset of this behavior, as ’after
toggle/red, for the next toggle the output is green’: G(toggle∧
red −→ X(toggle −→ green)). The corresponding automata of
the above two requirements are illustrated on Figure 4, note
the the contrast in expressiveness and information capacity.

c) Checking the Correctness of the Synthesized Model:
During the online phase, whenever the ILE assumes that it
has gathered enough information to construct a model for the
given component, the engineer is offered a model representing
the current state of the model synthesis – the equivalent of
an equivalence query in automata learning algorithms. The
user can either approve this model – in which case the
automata learning and therefore the designing of the behaviour
is complete – or provide a counterexample where the model
does not meet the – not yet specified – requirements.

The proposed equivalence model is a Mealy machine,
which, based on the information provided by the user, can

be incomplete in multiple ways. The behavior of the desired
model can differ from that of the learned system because of
lacking information, in which case the user needs to provide
the separating behavior. Another reason for incompleteness
can be newly discovered states, whose behavior is unknown
based on their input signatures. This case prompts the user
to evaluate the validity of state separation and to provide the
lacking information. If, for some reason the hypothesized be-
havior is contradicting that of the desired system (by the users
oversight in providing requirements), the actual, conflicting
requirement can be provided to guide the learning algorithm
through the process described in the previous subsection.

If the model is accepted, the design phase – for the currently
learned component – is complete. If a counterexample is
provided, the online phase resumes and the system design
continues until the next possible model is reached.

In the case of our running example, the engineer might
receive a model for equivalence validation, in which after a
police interrupt, a consecutive second police interrupt does not
end the blinking yellow state. Here a possible counterexample
would be the input sequence {interrupt interrupt}, signaling
a diverging behavior.

d) Creating and Serializing a Composite Model: When
each of the component models declared during the first step
of the workflow are completed, the resulting components are
connected into a composite system model, which then can be
serialized and handed over to the engineer for further (manual)
extensions or usage, e.g. for code generation.

IV. CONCLUSION

In summary, we designed a new, semi-automated method-
ology to support component-based system design powered by
adaptive automata learning. Additionally, we created a proof-
of-concept implementation in order to validate our approach
and demonstrated the capabilities and limitations of the im-
plementation and the approach through a case study.

This paper is only the first step of designing the interactive
learning methodology, we present our future goals in the
following. We plan to thoroughly evaluate the complexity and
applicability of our methodology, as they also depend on the
skills of designing engineers. Since the by-design correctness
of the components does not guarantee the correctness of the
system, the inclusion of model-checking capabilities could
further improve the methodology. Furthermore, as currently
only Mealy machines are supported, we plan to also synthesize
MBSE artifacts such as statecharts.
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[4] Sanford Friedenthal, Regina Griego, and Mark Sampson. Incose model
based systems engineering (mbse) initiative. 01 2009.

[5] Falk Howar and Bernhard Steffen. Active Automata Learning in
Practice, pages 123–148. Springer International Publishing, Cham,
2018.

31



Using Auction Mechanism for Assigning Parking
Lots to Autonomous Vehicles

1st Levente Alekszejenkó
Department of Measurement and Information Systems

Budapest University of Technology and Economics
Budapest, Hungary

ale.levente@gmail.com

2nd Tadeusz Dobrowiecki
Department of Measurement and Information Systems

Budapest University of Technology and Economics
Budapest, Hungary

dobrowiecki@mit.bme.hu

Abstract—Considering that the Connected Autonomous Vehi-
cles (CAVs) of the future can choose arbitrary parking lots when
being idle, parking lot assignment for CAVs will be a challenging
task. Auctions are computationally efficient and distributable
assignment mechanisms, hence they may offer a suitable solution.
In this paper, a single-unit demand, simultaneous independent
auction is presented to solve the CAV parking lot assignment
problem.

The proposed method takes into account both the financial
interests of the CAV operators and ecological or social interests
of the community to favor closer alternatives instead of more
distant ones.

Index Terms—CAV, simultaneous independent auction, single-
unit demand auction, parking lot assignment

I. INTRODUCTION

Replacing traditional parking lot searching methods might
be possible as the mass usage of connected autonomous
vehicles (CAVs) is emerging. Instead of the closest parking
lots demanded by the drivers leaving their cars in the direct
proximity of the destinations (to minimize the walking effort),
CAVs can choose cheaper alternatives or a parking lots better
positioned (e.g. not under direct sunlight). As [8] points out,
cruising of (C)AVs, instead of parking, potentially doubles the
traveled distances. Hence, it is beneficial to find parking places
for privately owned CAVs. To make this possible, development
of new parking lot choice strategies is inevitable.

Those methods naturally require distributed and efficient
calculation. Moreover, they shall respect privacy as well, e.g.
the origin and destination of the journey will be kept secret.

Besides, different CAVs can value the same parking lot
differently. For example, for an expectedly short time parking,
a closer parking place is more valuable than a distant one. Or,
if returning to the garage is not a rational option, CAVs may
value every parking lot more.

For these reasons, auctions might be a beneficial way for
parking lot assignments as well. In this paper, we present a
single-unit-demand, simultaneous-independent auction imple-
mentation, and its application to a parking lot assignment.
The choice of this particular mechanism is dictated by the

The research has been supported by the European Union, co-financed by the
European Social Fund (EFOP-3.6.2-16-2017-00013, Thematic Fundamental
Research Collaborations Grounding Innovation in Informatics and Infocom-
munications).

following assumptions: (1) the CAVs are (will be) privately
owned, (2) the owner costs of using CAVs, and the community
costs of providing infrastructure, are based on travel distance,
energy costs, and community taxes, (3) the cooperation be-
tween an idle CAV and a parking lot is based on an auction,
(4) a single CAV enters negotiations with multiple parking
lots, rated according to its optimal interests.

II. RELATED LITERATURE

Literature on auction mechanisms is abundant [1]. Now,
we focus on multiple auctions, running simultaneously and
in which we only have at most a single demand. It is trivially
not a multi auction as defined in [2]. Weber [3] has mentioned
simultaneous independent auctions, in which bidders must
act simultaneously in multiple auctions, but the single-unit
demand was not considered in that paper.

Menezes et al. [4] presents an overview of single-unit
demand auctions, but simultaneous, independent auctions were
not discussed yet. A general method for simultaneous inde-
pendent auctions with n-unit demand was discussed in [5].
A concrete implementation of their method for a single-unit
demand case is shown in this paper.

Polak et al. [6] summarizes the most common parking lot
searching methods of human drivers. Unfortunately, none of
these algorithms is guaranteed to secure a parking place for
vehicles. Since parking lots are considered to be a limited
resource also in the future, efficient transportation systems
might ensure parking lot reservation for autonomous vehicles.
As auctions provide the possibility of efficient and distributed
calculation, no central agent is needed (and we can dispense
with its negotiation complexity problems) [7]. Therefore,
privacy of travel might be guaranteed as well, as no entity
will know exactly the preferences or the destination of the
parking lot seeking CAV.

Our solution assigns parking lots to CAVs using an auction
method. Auction methods have been proposed already to solve
some problems of CAVs, such as electric vehicle charging and
discharging in microgrids [9], or for efficient distribution of
parking lots and resources in a vehicular fog computing system
[10]. The auction proposed in the latter paper considers the
interest of both CAVs and fog node controllers. We assume,
however, that monetary infrastructural interests are hidden
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from the CAVs. We believe that CAVs shall prefer closer
parking places as it is more beneficial in ecological and social
terms.

III. AN IMPLEMENTATION OF A SINGLE-UNIT-DEMAND,
SIMULTANEOUS INDEPENDENT AUCTION

A. Definitions and Assumptions

Considering that a CAV require at most one parking lot at
a time, we focus now on a single-unit demand auction. Every
free parking place can be bid at discrete points in time. Hence,
the proposed algorithm is a single-unit demand simultaneous
independent auction (SSIA).

Every single parking lot work as an auctioneer, trying to
sell its free capacity. For efficient implementation, auctioneers
ask every bidder whether it is willing to pay the current price
or not (a cyclic auction).

Auctions are scheduled regularly, in our implementation
in every three minutes. Every CAV which will arrive at its
destination within this time frame shall participate in these
scheduled auctions. Three minutes is roughly equivalent to
traveling 1 kilometer in a city, therefore CAVs can estimate
their arrival time accurately.

We assume that CAVs know (through V2I – Vehicle-to-
Infrastructure communication) all parking lots in the area and
can and will participate in auctions as bidders for a free
parking place.

For convenience, let us call a bidder active in an auction if
and only if it is currently bidding in that auction. A CAV can
be active at most one auction at a time 1, otherwise, it might
win more than one parking place, which is avoidable for an
efficient parking lot assignment.

B. Greedy bidding

Every CAV has a monotonic preference list regarding the
offered parking lots. Thus, a utility function must be defined to
provide a monotonic ordering. This function naturally contains
parking and traveling prices, moreover, a component which
is proportional to the distance of the parking lot. Therefore,
CAVs can opt for cheaper alternatives, meanwhile, the over-
load of the road network (and increased energy consumption,
pollution or wearing out) is also avoidable.

As a b CAV sees it, the ui,b utility function of the ith parking
lot is given by equation (1), where pi stands for the sum of
the parking price at the ith parking lot and the travel price
to this parking facility. di is the distance to the parking lot
(in meters) and c is a constant to scale distance values to the
parking prices.2 The 0.0 ≤ α ≤ 1.0 coefficient reflects how a
CAV values parking prices over travel distances.3 As a CAV
has to travel di,b distance two times, we shall represent this
knowledge as a coefficient of 2 in the distance component.

ui,b = α · pi + 2 · (1− α) · c · di,b (1)

1Regardless the number of auctions at which the CAV is a participant.
2For Hungarian Forint (HUF), we simply use c=1.0
3In current paper, in favour of simplicity, we use an α = 0.5 value.

As mentioned before, pi has two components as well. One
part of pi is the cp parking cost, and the other component is
denoted as a cf (di) function. cf represents a distance related
fuel price (or some virtual form of fuel price as electronic
vehicles might be more common in the future, and it seems
unlikely that governments will waive fuel taxes) and additional
amortization. Altogether, equation (2) shows the formula for
calculating pi.

pi = cp + 2 · cf (di) (2)

By calculating ui for all possible parking lots, CAVs will
have a preference list covering them all. Let us assume, that
auctions can run in an instant, therefore the only variable part
of this formulation is the cp parking price component. Thus,
every CAV will have a currently favored parking lot to bid
for. If possible, then a CAV will bid in the auction of this
particular parking lot actively. To guarantee that a CAV will
not win more than one parking lot, it shall be active in at
most one auction. In the following, a detailed description of
the auction mechanism is given.

C. Multiagent system and its negotiation algorithms

From a multiagent system point of view, auctioneers (the
parking lots) and bidders (the CAVs) are two kinds of agents.

Auctioneers sell, in our particular case, free parking places.
Given the B list of bidders and the starting price sp, Algo-
rithm 1 describes the task of an a ∈ A auctioneer agent.
Auctioneers ask every b ∈ B participant cyclically whether
they are willing to give the cp current bid or not. When a
bidder sends in the current bid, the auctioneer will raise it by
a small epsilon amount. An auction terminates when only one
bidder entered the current bid (nw = 1), or every participant
left the auction (|B| = 0). (The latter is possible if every bidder
had already won in another auction, e.g. when the supply is
higher than the demand for parking lots.) The only one bidder,
who is willing to give the current bid, will be the bw winner
of the auction.

Algorithm 1 Algorithm of an auctioneer
1: cp ← sp
2: repeat
3: nw ← 0 . No one has bid in the current cycle yet
4: for b ∈ B do
5: answer ← ASK(b, a, cp)
6: if answer = “bid” then
7: cp ← cp + ε . Increasing the current price
8: nw ← nw + 1 . One more bidder gives cp
9: bw ← b . Current winner can be b

10: end if
11: end for
12: until |B| > 0 ∧ nw > 1 . There are bidders, no one won
13: if nw 6= 1 then bw ← ∅ . No one had bid, no one won
14: end if
15: return bw
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For a b bidder, the most important function is ASK and is
presented as Algorithm 2. This function, given an auctioneer a
and a current price cp determines the answer whether to enter
or not with the current bid. A bidder leaves an auction, if its
current price exceeds the mp maximal price of a bidder. If
the auctioneer (the caller of the ASK function) is the preferred
one (a = ap), and the b bidder has already overbid (cp > cg ,
where cg is the last bid of b), then a bidder might choose
another preferred auction (ap) to bid in. If this preference
is unchanged, then the bidder will enter the current price,
otherwise it will not, moreover it will note that it cannot win
any auctions currently, as it did not place a winning bid.

Algorithm 2 Algorithm of a bidder
function ASK(b, a, cp)

2: answer ← “do not bid”
if cp > mp then

4: LEAVE AUCTION(a, b)
end if

6: if a = ap then . Caller is the preferred auction
if cp > cg then . Have we been overbid?

8: ap ← arg mini ui,b, where i ∈ [0..|A| − 1]
end if

10: if a = ap then . Has our preference changed?
answer ← “bid”

12: cg ← cp . Last bid is the current bid
else cg ← 0 . No bid has been entered

14: end if
end if

16: return answer
end function

D. Computational efficiency of SSIA

When every bidder is willing to give the mp, maximal price
for an object in a specific auction, then it requires dmp−sp

ε e
steps for the auctioneers. Supposing n = |B|, n further steps
are also necessary to ask every bidder once again (when none
of them will accept the current price). Altogether, this case
requires at most k = dmp−sp

ε e + n steps. The auctioneer
has to maintain a list of its bidders, besides some technical
information (eg. current price, bid step). Hence, the algorithm
of an auctioneer runs in O(n) time with O(n) memory
demand in the n number of its bidders.

For the bidders, the most steps are required when the
bidders have exactly the same preference lists in every auction
cycles. Supposing that a bidder participates in m auctions,
the auctioneers make at most k − n steps without any of the
bidders winning in an auction. In the last cycle, however, the
bidders might win the m auctions one-by-one. Therefore, at
most l = m(k − n) + m steps are required. As actual bids
or some additional technical data of the auctions shall be
maintained, arrays of m-length might be required. Thus, the
algorithm of a bidder also runs in O(m) time and with O(m)
memory demand, in the m number of auctions.

IV. SSIA SIMULATION EXPERIMENTS

Considering that we cannot anticipate the ways future cities
are expected to adapt to the future needs and behavior of
their citizens yet, detailed simulations do not necessarily yield
assessable results of the future traffic. Therefore, we shall use
a more abstract simulation framework, like the one described
in details in [11].

Now, we simulate the activity-chains of 3000 people in a
city with an area of 10000 m × 10000 m with residential
surrounding of 20000 m × 20000 m. These human activities
might be going to work or going to shopping and every move-
ment involves using a CAV which ultimately will be left to
itself awaiting to be recalled at the end of the activity. At least
one and at most three specific activities make every activity
chain, which start with a departure from a home position and
ends with an arrival at this home position. Home positions are
distributed evenly (Xh, Yh ∼ U(−10000, 10000)) in the city.

Between every human activity in a chain, the CAVs shall
find a suitable parking place. We model two types of parking
lots: curb-side parkings and parking houses. 350 curb-side
parking lots are concentrated in the city center according to the
Gaussian distribution (Xc, Yc ∼ N (0, 5000)) with capacities
Nc ∼ U(1, 10), i.e. from a single place up to 10 parking
places, while 5 parking houses are distributed in an annulus
around the city (with their distance from the city center,
distributed circularly with Gaussian radius and uniform angle:
Rp ∼ N (0, 3000) + 10000, Φ ∼ N (0, 2π)). They have a
capacity of Np = 300.

To realistically represent the d driving distance between
two points of the city, the d = E + s(M − E) formula is
used, where E stands for the Euclidean, and M stands for the
Manhattan (or taxi-cab) distance of the two points. The s is a
probabilistic coefficient (s ∼ max(0,N (1.3, 1.8))), estimated
from measurement of real-world driving distances in Budapest.

A. Parking lot seeking methods

In the described simulation framework, we compared a
traditional parking lot searching strategy to an SSIA based
one. The traditional strategy was to spiral away from the last
destination (similar to Strategy VI of [6]). In the simulation,
this method requires listing parking lots based on their distance
from the place of the human activities. To check whether
these parking lots are free or not, a CAV shall travel from
one parking lot to another following the order of the distance
list, which ensures spiraling away and around the destination,
instead of a greedy depth first search.

The SSIA method was used to licit for a parking fee calcu-
lated on a per second basis. The starting prices are the same as
they were when the parking lots were generated, see [11]. We
used ε = 5

60·60 [HUFs ] increment and mp = 5000
8·60·06 [HUFs ]

maximal price, representing an increment of 5 HUF/hour and
a maximum of 5000 HUF for a parking of eight hours.

As travelling further than the cheapest alternative or paying
more than at the closest alternative are irrational parking lot
choices, CAVs will not participate in such irrational auctions.
In our simulation, going home is always an option, hence if

34



a CAV cannot win any auction, it shall return to its home
position. (There is a possibility, that CAVs will find the first
free parking lot at their own home position in the traditional
method as well.)

B. Compared values

The simulations of both parking lot searching methods were
run for 10 times, each time with a newly generated city model.
To compare the possible benefits of SIAA over the traditional
method, the following values were measured.

Unloaded distances: The commulated distance the CAVs
travel without carrying passengers or cargo. (In this particular
case, it is the distance traveled to and from parking places to
the destination of the passengers of the CAVs.) Total parking
prices: The total amount of money spent on parking. Ratio of
occupied parking places: The ratio between the occupied and
the total parking places in the simulation by hours of a day.

C. Measurement results

The SSIA method is capable of directly assigning parking
places to CAVs, hence no unnecessary traveling is needed to
find a free parking place. As it can be seen in Fig. 1, SSIA
can reduce unloaded distances even by 90% compared to the
traditional method.

Fig. 1. Cumulated unloaded distances traveled by 3000 CAVs to and from
parking places.

According to Fig. 2, parking prices are also reduced by
SSIA, however, we shall check Fig. 3 as well for parking
lot occupancy. As approximately two times more parking lots
are occupied with the traditional method, we can conclude
that SSIA slightly increases the paid parking costs. We would
like to add, that as SSIA results more free parking lots (with
significantly lower parking lot searching traffic demand), hence
these unoccupied parking lots can be recultivated as e.g. side-
walks, terraces of cafés or bike lanes, etc.

V. CONCLUSION

In this paper, a single-unit demand, simultaneous indepen-
dent auction (SSIA) method is proposed for assigning parking
lots to connected autonomous vehicles (CAVs). Simulations
with an abstract, qualitative city model were carried out, which
prove that, however, the SSIA increases the parking costs,
it efficiently reduces the distance traveled unloadedly while
looking for free parking lots, and it may also reduce the
number of required parking lots as well.

Fig. 2. Cumulated parking fees payed by 3000 CAVs.

Fig. 3. Occupation of parking lots during a simulated day.
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Abstract—Ethereum smart contracts had ever-increasing 
development in recent years. Hidden vulnerabilities can not be 
patched once a smart contract is deployed on a blockchain 
because of the code immutability. The use of static analyzers 
reduces the number of vulnerabilities in smart contracts. The 
paper focuses on the outcomes of some static analyzers for 
Solidity smart contracts. Based on a language-independent 
systematization of vulnerabilities, the work performs an 
analysis of positives detection of some static analyzers on a 
smart contracts dataset. Such analysis permits (i) identifying a 
positive correlation among some smart contracts’ metrics and 
tools’ outcomes, and (ii) investigating where tools detect 
specific classes of the systematization.  

Keywords—smart contracts, tools, classification, metrics, 
correlation, location detection. 

I. INTRODUCTION  
Smart contracts are one of the most important 

innovations of the second generation of the Blockchain. The 
basic idea is to execute computerized transactions 
automatically. Their diffusion has allowed the development 
of applications in different areas (e.g., financial, medical, 
insurance, gaming, betting). Nevertheless, design and 
coding faults can cause weaknesses in implementing smart 
contracts. Weaknesses could lead to exploitable 
vulnerabilities. The problem is even more remarkable, 
considering that developers can not patch smart contracts 
once deployed on the Blockchain. Ethereum is one of the 
most used platforms, and it offers Solidity as the main (and 
Turing complete) programming language. Thus, the analysis 
of vulnerabilities for Solidity smart contracts is extremely 
important for the platform security. 

The main methods to analyze code are the following [1]: 

• Static analysis inspects the code without running it. 

• Dynamic analysis executes the program and acts as 
an attacker looking for vulnerabilities. 

• Formal analysis uses theorem provers or formal 
methods to analyze specific patterns. 

Static analysis is widely used to discover vulnerabilities 
in the early stages of the software life cycle. It can cover 
100% of the code at a low cost, despite the incomplete fault 
coverage [2]. The work focuses on selected static analysis 
tools (SATs) that analyze Solidity smart contracts. Each line 
of a contract under test can have two different outcomes: a 
negative result or a positive result. A positive result can be a 
true positive (TP - correct detection of an existing 
vulnerability) or a false positive (FP - wrong detection of a 
non-existing vulnerability). For our purpose, the paper 
investigates the positive results, referring to them as 
positives (P). 

There are several vulnerability databases, e.g., BugTraq, 

and Common Vulnerabilities and Exposures (CVE). The 
National Vulnerable Database (NVD), the U.S: 
Government repository for vulnerabilities, uses the 
Common Weakness Enumerator (CWE) to classify CVE 
entries. CWE is a wide-spread used list of software 
weaknesses based on a hierarchical structure. Proceeding 
top-down, root is the most generic abstraction, and it 
represents the view. Pillars (or categories) and classes are 
independent of any specific language. Bases and variants 
describe the weakness at a lower level of detail. The entire 
CWE list has three hierarchical representations that focus on 
a specific aspect. The research concept is a language-
independent representation based on the behavior of 
weaknesses [3].  

Some studies show the link between the software's 
complexity and the outcomes of static analyzers (e.g. [4]). 
More recent work analyzes software metrics distribution in a 
set of Ethereum smart contracts extracted from Etherscan 
[5]. Our paper analyzes positives of SATs in checking 
Solidity smart contracts, focusing on software metrics and 
positives locations.  

• As the first step, the work identifies a set of Solidity 
vulnerabilities, mapping them to a CWE taxonomy 
developed in [6]. Then, the work selects the SATs. 

• Through a random extraction from Etherscan, a 
subset of smart contracts defines the dataset. The 
work identifies metrics for the analysis. 

• Checking the dataset by all static analyzers permits to 
determine the correlation between some software 
metrics and positives.  

• Finally, the work investigates locations in smart 
contracts where tools detect specific classes of 
vulnerability. 

The organization of the paper is as follows. Section II 
provides the taxonomy and the SATs selection. Section III 
focuses on the dataset and software metrics. Section IV 
focuses on experiments, and Section V concludes the work.  

II. TAXONOMY AND STATIC ANALYZERS SELECTION 
To provide a list of vulnerabilities, we examine several 

papers, among them [7], [8], [9], [10], [11]. Moreover, we 
investigate some online documentation (e.g.,  the Smart 
Contract Weakness Classification and Test Case (SWC) 
registry) and Github repositories. For our purpose, we 
consider only vulnerabilities that can be exploited in the 
Solidity release >= 0.5. At the same time, we group 
vulnerabilities with a similar or overlapped definition. At 
the end of the selection process, we end up with 34 
vulnerabilities. Using the methodology detailed in [6], the 
paper maps the vulnerabilities in ten categories that TABLE I 
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describes1. The complete taxonomy is available   

To define a set of SATs, the paper identifies a set of 
candidates of interest, starting with the survey of Di Angelo 
et al. [12]. Then, we look for Github repositories and 
research papers that treat static analyzers. Identifying some 
publicly available tools, we refine our research with the 
following criteria. At first, the standard release of the tool 
supports the Solidity release 0.5. Then, SATs can perform 
the analysis without assertions or user-defined properties. 
Finally, tools can detect vulnerabilities. 

The process ends up with six tools. TABLE II summarizes 
the tool name and the tool release under analysis. Moreover, 
for each tool, it highlights the input mode (BC - bytecode or 
SC - source code) and the internal representation (CFG – 
control flow graph or AST – abstract syntax tree). 

III. DATASET AND METRICS 
We build a dataset in two steps. At first, a Java crawler 

extracts randomly smart contracts from the public repository 
Etherscan. Next, we select smart contracts with Solidity 
release 0.5, ending up the process with 400 smart contracts. 

Software metrics measure software complexity. 
Complexity is often related to the number of software faults. 
TABLE III summarizes software metrics that the work uses, 
grouped in four categories: length metrics, contract-oriented 
metrics, the cyclomatic complexity, and Halstead metrics. 
Note that the *.sol represents the smart contract file. 
Moreover, the table highlights the average and the standard 
deviation of each metric in the whole dataset. 

Length metrics represent the line of code of the program, 
and they are strongly dependent on the programming style. 
Contracts oriented metrics are related to the number of 
logical contracts, functions, libraries, and parameters that a 
smart contract file contains. A Perl script parses the code of 
smart contracts and then calculates these metrics. The 
cyclomatic complexity is a quantitative measure computed 
using the CFG of the program. The paper uses a variant of 
the original metric, calculated explicitly for the Solidity 
language. It results in the sum of each function's cyclomatic 
complexity (SCC [13]). Halstead metrics interprets the 
software as a sequence of tokens, in turn, classified into 
operators (OP) and operands (OD). Different combinations 
between OP and OD highlight distinct software 
characteristics. The paper calculates these metrics using a 
Solidity grammar for Another Tool for Language 
Recognition (ANTLR).  

The work uses location metrics. The location of 
detection (LoD) is the line of a smart contract where a tool 
detects a positive. The relative location of detection (RLoD) 
is the LoD compared with the number of lines of the smart 
contract under analysis. 

IV. EXPERIMENTS 

A. Methodology 
The work performs an analysis of positives detection of 

SATs on a dataset. The basic idea consists of processing 
dataset by each SAT. Tools use several checking rules to 
detect vulnerabilities; each positive is related at least to one 
checking rule. Moreover, each tool delivers results in a 
different format; then, results are harmonized, mapped into 

                                                           
1 The complete taxonomy is available at this link. 

TABLE I  CATEGORIES OF TAXONOMY 

CWE Systematization CWE description 

CWE-20 Missing proper input validation 

CWE-284 Improper access control 

CWE-330 Use of insufficiently random values 

CWE-345 An insufficient verification of data authenticity 

CWE-400 Uncontrolled resource consumption 

CWE-668 Exposing resources to wrong sphere 

CWE-669 Incorrect resource transfer between spheres 

CWE-682 Incorrect calculation 

CWE-691 Insufficient control flow management 

CWE-703 Improper check or handling of exceptional 
conditions 

TABLE II  TOOLS SELECTION 

Tool Characteristics 

Name Release Input Internal 
representation 

Securify2 (Sfy2) 30th June 2020 BC CFG 
Securify (Sfy) 5th June 2020 BC CFG 
Slither (Sli) 0.6.2 SC AST, CFG 

SmartCheck (SmC) 2.1 SC AST 
Remix IDE (Rmx) 30th June 2020 SC AST 

Mythril (Myt) 0.22.6 BC CFG 

TABLE III  SOFTWARE METRICS 

Metrics The complexity of 
the dataset 

Group Acronym Description 
Average Standard 

Deviatio
n 

Length LOC Number of lines of 
code  

474 753 

LLOC Logic lines of code 282 448 

Contract 
oriented  

 

Fun Functions in *.sol 33 53 

Par Functions’ parameters 
in *.sol 

55 91 

Stat Statements in *.sol 110 161 

Cyclomatic 
complexity SCC 

Sum of McCabe 
complexity of each 

function  

47 71 

Halstead 
 

(U)OP (Unique)Operators of 
smart contract 

(45) 
1309 

(13) 
1845 

(U)OD (Unique)Operands of 
smart contract 

(177) 
768 

(203) 
1112 

H_LEN Smart contract’s 
length: OP+OD 

2078 2952 

H_VOC 
Smart contract’s 

vocabulary: 
UOD+UOP 

222 214 

the CWE category, and refined. Finally, each positive is 
represented by the tuple (tool, smart contract, location, 
CWE category). We use software metrics to correlate 
positives and contracts’ complexity. Finally, location 
metrics permits to highlight where tools find the different 
category of vulnerabilities. 

B. Results 
Fig. 1 and Fig. 2 show a preliminary data overview. Fig. 1 
highlights the frequency distribution of positives. More than 
65% of smart contracts have a number of positives between 
0 and 49. Fig. 2 shows the distribution of positives for each 
tool, highlighting that one tool (Sfy2) detects the relative 
majority of positives compared with the other ones. 
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1) Correlation Analysis 
This section shows the correlation between positives and 

software metrics. The use of the Pearson coefficient permits 
identify which metrics of TABLE III have the correlation 
coefficient greater than 0.80: (i) LOC (0.85) and LLOC 
(0.84) for the lines of code; (ii) functions (0.83), parameters 
(0.82), and statements (0.82) for the metrics smart contract 
oriented; (iii) SCC (0.82) for McCabe's complexity; (iv) 
H_LEN (0.86), H_VOC (0.85), H_VOL (0.85) for Halstead 
metrics. 

Figure 3 depicts scatterplots showing, for each group, 
the metric that has the highest correlation with positives 
(functions, LOC, SCC, H_LEN). Observing evidence, 
simple contracts (low values on the x-axis) have a higher 
correlation with positives than complex contracts. On the 
other side, the high complexity of contracts (e.g., the 
number of variables) makes it hard to find vulnerabilities.  

There is also a strong correlation among metrics and 
positives of a tool (except Mythril and Securify). Mythril 
focuses on detecting specific vulnerabilities depending on 
language features more than contracts’ complexity. The low 
correlation of Securify indicates its lower effectiveness. 
Positives grouped by CWE classes have a low correlation 
with each metric (coefficient between 0.2 and 0.4). These 
results suggest that smart contracts' complexity impacts the 
number of positives more than the class they belong to. 

From these results, we can argue that contract 
developers should pay attention in the complexity of 
contracts. Complexity leads to error-prone contracts. 
Conversely, tools’ developers should focus on more 
complex contracts. 

2) Analysis of classes distribution  
This section highlights the distribution of CWE 

categories and the relation between classes and location 
metrics. Fig.4 highlights the category distribution: CWE-20 
and CWE-284 compose 65% of the positives in the dataset. 
Referring to a specific class, the vulnerability detection 
capability of SAT affects the CWE distribution. Fig. 5 
shows that every tool detects the class CWE 284; 
conversely, only two tools identify positives in CWE20, 
CWE-345, and CWE-400. As a consequence, subsequent 
tool updates should focus on finding bugs in less 
investigated classes. 

Fig. 6 shows the frequency distribution of positives 
detection. The absolute location distribution reflects the 
distribution of LOC (the average value is 247). More than 
60% of positives are located in the first 250 lines of 
contracts. The related location shows that positives are 
distributed throughout each contract.  

Combing evidence of Fig. 7 permits investigating the 
location of contracts where tools can find a specific class of 
vulnerability. On the left of Fig. 7, a boxplot compares the 
location distribution for each class. For seven CWE classes, 
except CWE-400 and CWE-703, the lower hinge has a 
maximum value of 50. For the same CWE classes, half of 
the positives have location among lines 50 and 250 of 
contracts. Class CWE-703 (error in handling exceptions) has 
a slightly different distribution. CWE-400 (exhausting 
resources) is the class that shows the highest 50th percentile 
and upper hinge. Moreover, each distribution has many 
outliers caused by big smart contracts (in terms of LOC). 

 
Fig. 1. Frequency distribution of positives. Each label of axis x 
identifies the number of positive outcomes for each smart contracts of the 
whole set of tools. Axis y represents the frequency. 

 
Fig. 2.  Positives distribution for each tool. 

 

 
Fig. 3. Relations among positive outcomes of the dataset and some 
metrics. Functions of smart contracts (left) and lines of code (right) at top. 
Sum of McCabe's complexity (left) and Halstead length (right) at the 
bottom. 

On the right of Fig. 7, a boxplot highlights the 
distributions of the relative location of positives for each 
class. Each distribution has a lower hinge greater than 25%. 
In the first part of each contract, there are preliminary 
definitions, libraries and interface declarations, and 
comments: they are not error-prone. CWE-330 has the 
lowest 25th percentile: this class refers to contracts that 
misuse random generation. Definition of random generators 
is typically located in the first part of a contract; moreover, 
the vulnerability affects the entire contract.  
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Fig. 4. Distribution of positives detection grouped by CWE classes. 
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Fig. 5. Relations among tool detections and CWE classes. Each dot 
indicates that a tool has outcomes in the related class. 

 
Fig. 6. Frequency distribution of the location of detection (on the left) 
and the relative location of detection (in percentage, on the right). 

 
Fig. 7 Boxplots that highlight relation among the location of detection 
(on the left) and relative location of detection (in percentage, on the right) 
with the CWE classes. The lower hinge and upper hinge represent the 25th 
and the 75th percentile of the distribution, respectively. 

Listing classes based on the increasing value of the upper 
hinge, CWE-682, CWE-669, CWE-668, CWE-691, and 
CWE-284 have the lower hinge among the 20 and the 35%. 
CWE-20, CWE-400, and CWE-703 have a lower hinge 
around 45%. CWE-20 refers to the missing input validation. 
Because of the Solidity smart contracts construct, there is no 
main function that validates inputs. Generally, functions that 
need input validation are complex, and they are typically 
located in the second part of a contract. CWE-400 and 
CWE-703 have the highest value of the lower and the upper 
hinge. CWE-703 refers to the error propagation. Solidity 
constructs differ among them on the handling of error 

propagation: missing checks can cause vulnerability. The 
analysis of 15 sample contracts shows that functions with 
this vulnerability are located in the second part of contracts, 
although they have low complexity. CWE-400 refers to 
resources exhaustion. Both boxplots highlight that we find 
this class in big contracts and, in particular, it is located in 
their second part where functions are complex. 

V. CONCLUSION 
This work focused on investigating static analyzers 

detection on Ethereum smart contract dataset. At first, it 
highlights a strong positives correlation between some 
software metrics and positives outcomes. Then, the paper 
investigates where tools can find some classes of 
vulnerabilities. Results of the work are affected by the 
dataset composition (randomly made). Future works can 
extend results by analyzing the true and false positives. For 
this purpose, it is planned to perform a manual inspection of 
a subset of smart contracts to create a ground truth to refer 
to. Moreover, we plan to analyze the overlap of positives to 
identify common detected faults. 
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Abstract—Identifying causal relationships based on observa-
tional data is challenging, because in the absence of interventions
(i.e. experiments), causal discovery algorithms have to tackle
the problem of observational equivalence. The latter means
that causal relationships cannot be inferred from dependency
relationships unambiguously, except for certain cases. Thus, the
causal interpretation of dependency patterns between variables is
limited, and in most cases it is only possible with adequate back-
ground knowledge, such as temporal information. To address the
problem, a number of methods have emerged that follow either
a global or a local approach. The former seek to reconstruct
the entire dependency structure based on the available data and
apply a causal interpretation if possible, while the latter examine
small local units of the whole dependency structure and infer
local causal relationships. In this paper, we investigate selected
local and global causal discovery algorithms and compare their
performance on artificial datasets. Results indicate that the
accuracy of local causal discovery methods is lower than that
of global methods, which is inline with expectations as not all
types of causal relationships can be identified locally. On the other
hand, the causal direction of discovered relationships appear to
be reliable.

Index Terms—causal relationships, local causal discovery, de-
pendency structures, structure learning, Bayesian networks

I. INTRODUCTION

The approximation of large multivariate distributions, which
can be characterized by multivariate dependency relationships,
from observational data is considered challenging for multiple
reasons, especially when causal interpretation is involved.
First, large variable sets with high sample counts tend to
indicate false correlations, due to observation noise, and sec-
ond, there are several causal structures (including some really
simple ones) that show observational equivalence, meaning
that they cannot be distinguished from each other by observing
the value of their variables. Because of this, determining the
direction of a causal relationship between variable pairs proves
to be one of the weakest aspects of known causal discovery al-
gorithms. Furthermore, one other shortcoming of most known
methods is that they tend not to scale well to larger variable
sets and in some cases even to larger sample size, with regards
to computational cost and memory requirement. To attempt to

This research was supported by the ÚNKP-20-5-BME-92 New National
Excellence Program of the Ministry for Innovation and Technology from the
source of the National Research, Development and Innovation Fund, and the
János Bolyai Research Scholarship.

mitigate this problem, we investigate a modified version of the
Local Causal Discovery (LCD) algorithm [1], and compare it
to the Peter-Clark algorithm [2] and the Bayesian Multi-Level
Analysis method (BMLA) [3] with regards to both predictive
performance and practical scalability.

II. METHODS

There are two main approaches when it comes to structure
learning and causal discovery: (1) the local approach, where
we analyze only a subset of the variables at a time, (2) and the
global approach, where we take into account the whole vari-
able set at once. In general, global approaches tend to produce
better predictive performance, while local approaches usually
scale better to larger variable sets and observation counts. With
regards to local methods, we introduce our own version of
the Local Causal Discovery (LCD) method [1], and we also
investigate the performance and scalability of the Peter-Clark
(PC) algorithm [2]. As for the global approach, we utilize
the Bayesian Multi-Level Analysis (BMLA) method, which
applies a Markov chain Monte Carlo technique, and performs
a random walk in the space of directed acyclic graphs, and thus
estimates possible Bayesian network structures representing
the dependency relationships of variables [3].

A. The Peter-Clark algorithm

The Peter-Clark algorithm is a local method, developed
by Peter Spirtes and Clark Glymour in 1990, and it was
considered one of the fastest and most reliable causal discovery
methods at the time [2]. The algorithm relies on examining
variable pairs to determine if they are (conditionally) depen-
dent, and variable triplets - or more precisely, chain structures
containing exactly 3 variables - to determine the direction of
causality between the dependent variables. Based on this, there
are two main conditions that the algorithm checks for every
variable pair and variable triplet of a dependency graph G with
variable set V :

1) Variables X and Y are dependent if and only if
X 6⊥ Y |S is true for every variable set S ⊆ V \{X,Y }.
In other words, X and Y are directly dependent if and
only if they are dependent, and there is no variable set
within V that D-separates them [4].
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2) The non-oriented dependency chain X −Z − Y is a V-
structure (X → Z ← Y ) if and only if X 6⊥ Y |S is
true for every variable set S where S ⊆ V \{X,Y } and
Z ⊆ S. This means that the non-oriented dependency
chain X−Z−Y forms a V-structure if and only if there
is no subset of V which contains Z and D-separates X
and Y .

In theory, the PC algorithm is capable of reconstructing almost
the entirety of the original dependency structure, although it
has two significant shortcomings: (1) typically in the original
dependency graph there are some causal relationships that
are not part of a V-structure, so the PC algorithm cannot
determine their direction reliably, and also, if we want to run
the full PC algorithm on a variable set, (2) then the conditional
independence (CI) test has to be performed on every possible
S subset for every (X , Y ) variable pair and (X − Z − Y )
dependency chain, which means that the number of CI tests
that have to be performed increases exponentially with the
maximum size of S. We can mitigate the latter scalability
issue by limiting the maximum size of S, that will presumably
decrease the predictive performance of the algorithm, and only
reduces the original exponential complexity to a polinomial,
which consists of an exhaustive search.

B. Local Causal Discovery

In the previous section, we suggested that the scalability of
the Peter-Clark algorithm to large variable sets is still limited,
even after confining the maximum size of the investigated
(S) separation sets. Therefore, we have implemented a more
scalable method, which is partly based on the premises of
the PC algorithm and also on the original LCD algorithm
[1]. Before describing the method, we must consider two
significant rules that apply to every (X , Z, Y ) variable triplet:

1) If X and Y are independent by default (X ⊥ Y ), and
the other two possible pairs are dependent (so X 6⊥ Z
and Z 6⊥ Y ), furthermore X and Y are not independent
given Z (X 6⊥ Y |Z), then the only possible structure
that the variable triplet can form is the V-structure
(X → Z ← Y ) [4].

2) If X and Y are dependent by default (X 6⊥ Y ), and
the other two possible pairs are also dependent (X 6⊥ Z
and Z 6⊥ Y ), and Z D-separates X and Y (X ⊥ Y |Z),
then there are three possible structures that the triplet
can form: the common parent structure (X ← Z → Y )
and two chains (X ← Z ← Y and X → Z → Y ). These
three structures are observationally equivalent, therefore
cannot be distinguished from each other based on the
observational data alone.

Using these axioms, our algorithm performs the following
steps:

1) Create an initial ”skeleton” model, by performing a
pairwise independence test on the whole variable set,
and connecting the pairs that are not independent with
a non-directed edge.

2) Orient the edges of all the non-oriented variable chains
which fulfill the V-structure criteria, so if (X −Z −Y ),
(X ⊥ Y ) and (X 6⊥ Y |Z) then (X → Z ← Y ).

3) Orient the second edge of every half-directed vari-
able chain (X → Z − Y ), which complies with the
(X ⊥ Y |Z) rule, so it can only be a directed chain
(X → Z → Y ) on an exclusionary basis.

4) Repeat the previous step while it produces new directed
edges.

5) Orient the remaining half-oriented variable chains
(X − Z → Y ) as a ”common parent” structure
(X ← Z → Y ) on an exclusionary basis.

6) For every triplet (X , Z, Y ), if there is a direct edge
between X and Y , but (X ⊥ Y |Z) then delete the edge
that connects X and Y .

7) Search for directed circles, and delete the edge from each
that represents the weakest causal dependence (therefore
the end result will be a DAG).

We refer to this method as extended Local Causal Discovery,
or LCD in short. As it can be seen from the algorithm’s
description, the method only performs CI tests with a single
Z variable instead of a larger variable set, and only uses
exhaustive search on variable pairs instead of larger variable
sets. Therefore, we expect that this method scales better com-
putationally in case of higher dimensionality (large variable
sets) and larger observation sets than the PC algorithm.

C. Bayesian Multi-Level Analysis

Among the global causal structure learning algorithms, we
used a Bayesian model averaging based method [5] that
performs a random walk in the space of possible directed
acyclic graph structures (DAG) using a Markov chain Monte
Carlo (MCMC) technique [6], [7]. The transition between
the states of DAG space is implemented by edge operators:
add edge, remove edge, and reverse edge. At each step only
one of the operators is applied by random selection. The
operator performs the transformation of the current structure
thus generating a ’proposed’ structure. Then the proposed
structure is assessed by a metric which estimates the likelihood
of the data given the structure and also takes a given prior into
consideration. In our case, a special form of the Bayesiam
Dirichlet score was utilized (BDeu with a virtual sample size
of 1) for this purpose [8]. If the score of the proposed structure
is better than the current one, then the transition is made
(with a probability of 1), otherwise the ratio of the scores
of the proposed and the current structures (and additional
factors) determines the probability of accepting such a step.
The notion behind this is that after an adequate number of steps
the MCMC process should reach a convergent state, i.e. the
transition between DAG structures occurs between a limited
number of possible structures. The result of this process is
a set of DAG structures (i.e. samples obtained by MCMC
sampling) that can be used to evaluate the presence of various
simple structural properties, such as directed edges, or more
complex properties, such as Markov blankets. These collected
samples can be used to estimate the posterior probabilities of
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each property [8], [9]. The initial steps of the MCMC process
(called burn-in), is a phase in which convergence is typically
not achieved, and therefore the corresponding samples are
disregarded during the estimation of the posterior probability.
In our case, 3, 000, 000 steps were carried out, out of which
1, 000, 000 steps were considered as burn-in.

Based on these principles, a systems-based methodology
was developed by Antal et al. at the Department of Com-
putational Biomedicine and Bioinformatics at the Department
of Measurement and Information Systems, BUTE, which is
called Bayesian Multi-Level Analysis of relevance (BMLA)
[3]. This method has been used in several studies to investigate
the relevance and causal patterns of genetic variants, envi-
ronmental factors, and lifestyle descriptors influencing multi-
factorial diseases such as depression [10].

In addition, it is important that although both local and
global methods give acceptable results in terms of dependency
structure in most cases, their causal interpretation is condi-
tional. These are based on, among others, the causal Markov
condition, the faithfulness condition, the sufficiency condition,
the stability condition, the no selection bias condition, and
the sufficient sample condition [11]. When these conditions
are satisfied, we can state that each dependency relation read
from such a dependency graph represents a real dependence
corresponding to the joint probability distribution and does not
include anything else.

III. RESULTS

The recorded average execution time of the three investi-
gated methods using 5 randomly generated models with 60
variables is shown in Table I. These results indicate that
the extended LCD method is significantly faster than the PC
algorithm (where the size of S was maximized at 3), and an
order of magnitude faster than the BMLA method. Although
execution time is not an absolute measure for scalability (not
like step count), it provides an overview in terms of resource-
effectiveness of the three methods.

TABLE I
EXECUTION TIME OF THE THREE METHODSa

Time (in minutes)
Sample count LCD PC BMLA

10000 1 17 486
20000 2 55 828
50000 5 200 2077

100000 10 520 3501
150000 14 921 -

For the extended LCD and PC methods we both used a Chi-
squared (χ2) dependence test [12] with an alpha threshold of
α = 0.001 and Bonferroni correction [13] to determine inde-
pendence and conditional independence between the variable
pairs. In the case of BMLA, an edge probability threshold of
0.5 was used as a criterion for the presence of an edge in the
predicted model. We tested the performance and efficiency of
the investigated methods on 25 artificial datasets, each sampled
from a randomly generated Bayesian Network consisting of 60

variables. These datasets can be split into 5 categories based on
their sample count: they either have 10.000, 20.000, 50.000,
100.000 or 150.000 samples. We evaluate the output of the
different methods based on 6 distinct metrics:

1) The proportion of the original causal relations that were
accurately reproduced. (Recall)

2) The proportion of the original relationships that were
reproduced with a reversed causal direction. (Reverse)

3) The proportion of the original relationships that where
missed by the model. (Absent)

4) The proportion of the predicted model’s causal relation-
ships that were correct. (Precision)

5) The proportion of the predicted model’s relationships
that were entirely incorrect. (Unnecessary)

6) The proportion of the predicted model’s relationships
that were correct but with a reversed causal direction.
(Reverse)

As it can be seen in Table II, the extended LCD method finds
54.63% − 61.55% of the causal relationships of the original
graph, which can be attributed to its local approach.Among
the predicted edges 58.88% − 86.12% of them are correctly
directed, whereas 9.26% − 11.17% of them has an incorrect
direction. Another remarkable observation is that the num-
ber of unnecessary edges increased significantly from 3.02%
to 29.01% as sample size increased. This clearly indicates,
that the scoring metric responsible for assessing dependence
between variable pairs is sensitive to spurious correlations
amplified by the increased sample size. On the other hand,
the direction of edges that were present in the original model
is reliably predicted in the majority of the cases, which is
indicated by the ratio of reversed edges: 9.26%− 11.17%.

In addition, Table III shows results of the Peter-Clark
algorithm, on the same 25 datasets. These results indicate, that
it has an acceptable performance on predicting the presence of
relationships, that is the combined percentage of correct and
reversed edges with respect to the original model. However, it
misses the direction of causality in between 23.25%−43.23%
of the original relationships. Although the number of absent
edges decreased with increasing sample size from 47.29% to
6.83%, the newly discovered edges were often reversed.

Finally, the predictive performance of the BMLA method is
shown in Table IV. BMLA correctly identified the majority of
causal relationships 70.32%−84%. The proportion of reversed
edges compared to the original model remained relatively
low 3.03% − 5.29%. Based on these results, we can clearly
draw the conclusion, that the BMLA method is capable of
predicting the presence and direction of causal relationships
with high precision, considering that over 90% of its predicted
relationships are correct, it missed the direction of causality
only ∼ 5% of the time, and the ratio of unnecessary edges is
low 1.90%−3.78%. Note that although the aggregated results
do not indicate it directly, but the BMLA produced one outlier
(divergent) result for the 20K, 50K and 100K datasets, which
considerably worsened the aggregated performance of these
three categories.
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TABLE II
RESULTS OF THE LCD METHODa

Compared to the original model Edges of the predicted model
Sample count Recall Reverse Absent Precision Unnecessary Reverse

10000 54.63% 6.88% 38.49% 86.12% 3.02% 10.85%
20000 61.55% 6.81% 31.64% 83.67% 7.06% 9.26%
50000 60.23% 9.30% 30.47% 72.35% 16.48% 11.17%

100000 60.65% 10.30% 29.05% 65.75% 23.09% 11.17%
150000 57.13% 10.60% 32.27% 59.88% 29.01% 11.11%

aAveraged on 5 randomly generated models with 60 variables.

TABLE III
RESULTS OF THE PC ALGORITHMa

Compared to the original model Edges of the predicted model
Sample count Recall Reverse Absent Precision Unnecessary Reverse

10000 29.46% 23.25% 47.29% 52.62% 5.85% 41.53%
20000 33.37% 29.68% 36.95% 50.00% 5.54% 44.46%
50000 44.53% 39.53% 15.93% 50.59% 4.49% 44.91%

100000 47.57% 40.51% 11.92% 51.25% 5.11% 43.64%
150000 49.94% 43.23% 6.83% 50.54% 5.72% 43.74%

aAveraged on 5 randomly generated models with 60 variables.

TABLE IV
RESULTS OF THE BMLA METHODa

Compared to the original model Edges of the predicted model
Sample count Recall Reverse Absent Precision Unnecessary Reverse

10000 84.00% 5.29% 10.71% 92.02% 2.19% 5.79%
20000 70.44% 3.35% 26.21% 92.99% 2.59% 4.42%
50000 74.77% 3.26% 21.98% 94.01% 1.90% 4.09%

100000 70.32% 3.03% 26.66% 92.25% 3.78% 3.97%
aAveraged on 5 randomly generated models with 60 variables.

IV. DISCUSSION

There are three important aspects to consider during the
evaluation. (1) Due to observational equivalence, some causal
relationships cannot be clearly identified, so their directionality
is ambiguous. However, these directed edges can be searched
efficiently when multiple models are considered [14], which
could make Bayesian model averaging based global methods
more accurate. (2) Local methods do not take into account
higher-order dependencies, so in the case of densely connected
causal-dependence structures they are not able to identify some
of the relationships. (3) The presence of an edge in a Bayesian
model is represented by a posterior probability for which there
is no fixed acceptance threshold.

Our experiment demonstrates that in case of casual models
related to moderate sized real world problems – that are
more complex than the generally investigated toy examples
with at most 10 variables – both local and global methods
face considerable challenges. Global methods are restricted
due to infeasible execution times, whereas local methods lack
the precision, and in some cases even the scalability. Our
extended LCD method has shown adequate results in terms
of scalability, and promising results in terms of precision,
outperforming the Peter-Clark algorithm in certain aspects.
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Abstract—Clusters of multimorbidities indicate common
molecular and physiological causal mechanisms, which can help
to identify promising targets for novel drugs and treatments. We
analyzed the comorbidities for COVID-19 death cases in 2020 in
Hungary (9537 cases). The daily, public reports of anonymous
cases contained age, sex and free-text description of comorbidities
for each officially COVID-19 deceased. We cleaned, clinically
encoded and aggregated the reported morbidities resulting in 22
medical categories, which are also used in a reference national
database with normal Hungarian population. Using Bayesian
networks, we analyzed the dependency models of reported
comorbidities in different population cohorts, such as in the first
wave (2020 March-August) versus in the second wave (September-
December) or above versus below the expected life expectancy
(76 years). To explore latent morbidities, not yet manifested
or not reported, but potentially already influencing COVID-19
mortality risk, we predicted excess multimorbidity for deceased.
Our results suggest significant excess multimorbidity, which also
calls for an improved and more transparent data dissemination
policy. Multimorbidity models, especially models also based on
multimorbidity data from normal population could provide vital
risk prediction for an improved health care and vaccination
programs.

Index Terms—multimorbidity, Bayesian network, COVID-19,
text-mining, disease coding

I. INTRODUCTION

Today the COVID-19 pandemic (caused by the SARS-CoV-
2 virus) has a major impact on everyone’s life. One of the
most striking feature of the disease is its highly varying risk
ranging from asymptomatic infection to very high mortality
rates for older people with comorbidities. Indeed, comorbidi-
ties and particularly complex multimorbidities seems to be
the most important risk factors in COVID-19 disease and
even in COVID-19 vaccination [4], [7], [8], [11], [13], [14],
[16]–[18], [21], [24]. Given the rapidly rising prevalence of
multimorbidity in modern societies [10], [15], [19], [23], the
investigation of this risk factor is of primary importance,
especially in countries with high multimorbidity rates, such
as in Hungary, wich has the highest multimorbidity rate in the
European Union [1], [22].

Firstly, we describe the derivation of morbidities from free-
text, public reports about COVID-19 deceased in 2020 in
Hungary and discuss the quality and completeness of this
information source. Secondly, we describe the application of
Bayesian networks for predicting expected excess morbidity.

Finally, we present statistics about multimorbidities and ex-
pected excess multimorbidities.

II. DATA AND METHODS

We obtained the data set of the COVID-19 deceased from
the official pandemic-information site of the Hungarian Gov-
ernment1. The retrieved database contains the following items:

• ID (”Sorszám”)
• Gender (”Nem”)
• Age (”Kor”)
• Comorbidities (”Alapbetegségek”) - In the format of free

text
The data set contains the data of 9537 deceased people.

There are slightly more males (4883, approx. 51.2%) than
females, the mean age is 76 years, from this 73 years is the
average age for males and 78.5 for females. More details about
the age and gender distribution can be seen on Fig. 1.

Fig. 1. The distribution of age within gender and waves. The individual
violinplots are scaled by population with respect to gender, but the comparable
population of each wave is represented with a green bar in the background, the
dotted lines represent the quartiles. The age-gender distribution was similar
during both waves, males are slightly over represented with 51.2%, the average
female age is 5.5 years higher than male.

A. Separating Waves

It was a world-wide trend that during the summer the
number of new COVID-19 cases started to drop, but in August

1https://koronavirus.gov.hu/elhunytak
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the trend got reversed, the number of new cases started to
increase again. This trend is valid in Hungary as well, on the
first day of September, the official Hungarian source reported2

118 new cases of COVID-19, yielding 6257 as the number of
total diagnosed cases, and 1 death (increasing the total death
toll to 616). Thus, we introduced a binary variable indicating
cases before and after the end of August in 2020 (Fig. 1 shows
the age distribution in the first and in the second wave with
615 and 8922 cases).

B. Query for Most Common Disease Names

The retrieved data set contains the disease names as free-
text, which were normalized and the free-text was split into
individual terms. The normalization was done by Python’s
casefold and lower function, trimming the white spaces and
converting UNICODE characters into their closest ASCII form
with the help of the unidecode library.

The medical categorization was challenging and required
manual processing by medical experts. It seems like the text
field allowed any kind of input, which resulted in many typos
in disease names. However, there are terms that were used
much more frequently than others, which suggests a free-text
input with suggestions.

From the most common terms, we selected every term that
occurred five times or more. Then, we manually processed this
list, categorizing each term and constructing regular expression
queries (e.g. the most common term was ”high blood-pressure”
and the third was ”high blood-pressure disease”, these are
two terms that correspond to the same disease). The regular
expressions were as broad as possible to catch most of the
typos and variants, but restrictive enough to make the manual
exclusion of false-positives possible.

Another aspect of this issue was the generality of some
terms (e.g. ”renal disease”) and the number of cases to fall
under a given category. Thus, we made categories as specific as
possible, while keeping the number of records in the category
above 50. In the end, this method yielded 22 categories that
we used for the analysis. We encoded every disease category
by a binary variable.

We suspected that the reported data could have missing
comorbidities at cases with 2-3 comorbidities, i.e. the fact
that a disease is not present in the report does not mean
that it was not present in the deceased. Furthermore, the
apparent clustering of reported comorbidities suggested that
the reported status of a given disease depends on the presence
of other diseases. Figure 6 confirms this suspicion, which
means that the data set can be interpreted as an incomplete,
not-missing-at-random data containing only reported diseases,
where the status of the not reported diseases is unknown.

C. Bayesian Network multimorbidity models

Bayesian networks were successfully applied in multimor-
bidity modeling [19] and already applied in COVID-19 model-
ing [6], [20]. Previous studies utilized causal Bayesian network

2https://koronavirus.gov.hu/cikkek/118-fovel-emelkedett-beazonositott-
fertozottek-szama-es-elhunyt-egy-idos-beteg

Fig. 2. Structure of the Bayesian network multimorbidity model based on
the deceased in 2020 in Hungary with age below 76.

analysis to investigate the bias in COVID-19 data, successfully
pointing out that the seemingly protective effect of smoking is
due to the sampling, and not the actual effects of smoking [5],
[9].

We used a Bayesian systems-based approach to filter medi-
ated dependencies between the diseases and to estimate the a
posteriori probabilities of direct relevances [2], [19].

We also used Bayesian networks to cope with the not
reported, uncertain data. After the investigation of various
missing data management schemes, we adopted a transparent
and computationally effective strategy: we trained Bayesian
network models using the complete data set assuming the
absence of not reported diseases and we predicted the ex-
pected conditional probabilities of the not reported diseases
given the reported diseases. This strategy feeds the list of
known diseases into a probabilistic generative model, which
yields probabilistic guesses about the missing diseases. The
augmented data set with predicted probabilities, i.e., with the
predicted expected values for the binary variables, was used in
later analysis. With simple terms: the model made probabilistic
guesses about the presence of not reported diseases based on
the relationship between the reported diseases.

We used the pomegranate Python package to learn Bayesian
Network multimorbidity models from the data set. The mod-
els were trained on different age groups, the limit for the
separation was 76 years, because this is the life expectancy
in Hungary (and also, this is the mean age in the database).
During this step we had to dispose some categories, because
they were nearly constant, i.e. only a few cases were present in
the given group (namely: alcoholism and TIA). The structure
of the resulting Bayesian network models can be seen in Fig.
2 and Fig. 3.

III. RESULTS

A. Exploration of dependencies

Firstly, we calculated pairwise Pearson correlation between
the variables (Fig. 4). The greatest scores among inter-disease
correlations was attributed to:

• IHD (ischemic heart disease) - stroke (corr. 0.24; p-value
< 0.001)
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Fig. 3. Structure of the Bayesian network multimorbidity model based on
the deceased in 2020 in Hungary with age above 76.

Fig. 4. Pearson correlation between variables. This analysis contains two
categories, which were later excluded because of low sample count (below
50: TIA=38, alcoholism=48).

• diabetes - high blood pressure (BP) (corr. 0.18; p-value
< 0.001)

Besides that age correlated with many diseases, but this
findings are expected; IHD is related to stroke and diabetes is
associated with high blood pressure, and these are significant
predictors of mortality [3], [12].

To explore the direct, unmediated dependencies, we applied
a Bayesian systems-based approach [2], [19] (see 5).

B. Observed and predicted multimorbidities

In addition to the detailed dependency maps of multimor-
bidities, we also calculated to distribution of multimorbidities.
Fig. 6 shows the distribution of aggregated multimorbidities,
including the case of complex multimorbidities, which denotes
3 or more chronic conditions [25].

The aggregated multimorbidity curves for the populations
with age below and above 76 years follow the same slope and
they do not separate, which is not compatible with already

Fig. 5. Direct, unmediated dependencies between COVID-19 comorbidities.
The colors denote the type of the variable and group the diseases into broader
categories.

Fig. 6. Reported multimorbidity for age and gender groups from the officially
reported data.

established multimorbidity trends [8], [15], especially with the
uniquely high rate of multimorbidity in Hungary [1], [22]. This
suggests that only a few comorbidities are reported and the
rest remains undocumented. Using our trained Bayesian net-
work multimorbidity models, we predicted this excess, latent
multimorbidity as described in Section II-C. Fig. 6 shows the
distribution of aggregated multimorbidities using the sum of
the observed and expected value of excess multimorbidities.

Notably, the prediction and incorporation of the expected
excess multimorbidity shifts the multimorbidity curves for the
older population towards more realistic, higher values, i.e., the
age and gender differences became more emphasized, even
though the source of the extrapolation is the same data.

We have also looked for differences between multimorbidity
dependencies with respect to chronological time, especially by
comparing the death cases of the first and second waves, but
we did not found any discrepancy in this regard.

IV. CONCLUSION

Our findings suggest that the reporting policy of comor-
bidities for COVID-19 deceased is highly incomplete, which
hinders the analysis of risk factors based on multimorbidities.
Because multimorbidities, especially complex multimorbidi-
ties are critical factors in COVID-19 risk prediction, this limits
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Fig. 7. Complemented multimorbidity for age and gender groups with added
expected value of excess multimorbidities.

the usability of comorbidity data of COVID-19 deceased to
construct preventive diagnostics systems and effective vaccina-
tion policies. However, the described statistical approach could
be utilized to predict the latent, excess multimorbidity, if a
representative national multimorbidity data set could be used
as a reference.
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