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Focal problem

 AI solutions are  highly effective

 BUT:
can we trust them?

 Black box?

 What are the impacts

o Integrity of the decision

o Representativeness of the teaching set

o Coverage

IN CRITICAL APPLICATIONS



Challenges

 Dataset:
o Teaching

o Testing

 Debugging:
o Interpretability/Explainability

• Using a 90% accurate model we 
understand, or 

• 99% accurate model we don’t.

 Faults/attacks, fault-
tolerance/defenses

 Safety

 Security
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Source: Andrej Karpathy: Building the Software 2.0 Stack



Hippocratic Oath
I swear by Apollo the Healer, by Asclepius, by Hygieia, 
by Panacea, and by all the gods and goddesses, making them 
my witnesses, that I will carry out, according to my ability 
and judgment, this oath and this indenture.

 To hold my teacher in this art equal to my own parents;

 I will use treatment to help the sick according to my 
ability and judgment, but never with a view to injury and 
wrong-doing

 .

https://image.slidesharecdn.com/a-i-presentation-121229232307-phpapp02/95/artificial-intelligence-1-638.jpg?cb=1356823463

https://en.wikipedia.org/wiki/Apollo
https://en.wikipedia.org/wiki/Asclepius
https://en.wikipedia.org/wiki/Hygieia
https://en.wikipedia.org/wiki/Panacea


Explainable Artificial Intelligence 
(XAI)

DARPA-BAA-16-53
Mr. David Gunning : https://www.darpa.mil/program/explainable-artificial-intelligence



The Need for Explainable AI



XAI Concept





Requirements

Cyber-Physical Systems



Cyber-Physical Systems definition

 “Cyber-Physical Systems or "smart" systems are 
co-engineered interacting networks of physical 
and computational components. These systems 
will provide the foundation of our critical 
infrastructure, form the basis of emerging and 
future smart services, and improve our quality of 
life in many areas.”
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THE NEW ERA: 

INTERNET OF THINGS AKA 

CYBER-PHYSICAL SYSTEMS

Let’s reach an unlimited 

intelligence by the synergy of 

 intelligence in the cyber 

space and

 ES interfacing them to the 

physical world
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• Data protection

• Detection ,

• Identification , 

• Reaction

• Effectivity of resource
use

• Load balancing

• Workload tuning

• FT

• Detection

• Diagnostics

• Compensation

• Reactiveness

• Adaptation to 
the dynamically 
changing 
enviroment

Self-
configuration

Self-healing

Self-
protection

Self-
optimization

Self-* properties – dynamic challenges
•Mobility

•Evolution: 

• Problem

• Requirement

• Priorities

•Evolution: 

•Resource set

•Capability

•Capacity

•Workload

•Evolution: 

• Fault/failure

modes

•Evolution: 

• Requirements

• Threads



Critical applications

 What we specified? 
o Safety function requirements: Function which is intended 

to achieve or maintain a safe state

o Safety integrity requirements: Probability of a safety-
related system satisfactorily performing the required safety 
functions (i.e., without failure)

 Safety Integrity Level and component fault rates
o SIL 4: 10-8 ...10-9 faults per hour

o Typical electronic components:  10-5…10-6 faults/hour

o Typical software: 1..10 faults per 1000 line of code

oAI?

???



Goals

 Requirements in critical systems: 
Safety, dependability

 Architecture design (patterns) in critical systems

 Focus: Design of system architecture to ...
o Maintain safety

o Even in the case if AI fails

 Fault-tolerant computing 
has 40+ years of 
experience  building
dependable systems out
of unreliable components

AI culpritFT



Objectives of architecture design

Fail-safe operation

Fail-stop behaviour Fail-operational behaviour

• Stopping (switch-off)
is a safe state

• In case of a detected error
the system has to be 
stopped

• Error detection is required

• Stopping (switch-off)
is not a safe state

• Service is needed even
in case of a detected error

• full service
• degraded (but safe) service

• Fault tolerance is required

Safe operation 
even in case of faults
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Typical architectures
for fail-stop operation



Single channel architecture with built-in self-test

 Single processing flow with error detection

 Online self-checking

o Typically application dependent

o Data acceptance rules, Easier to check

User 
checking automaton



Two-channels architecture with comparison

 Two or more processing 
channels

o Shared input

o Comparison of outputs

o Stopping in case of 
deviation

=
stopn

ML

Traditional

≅



N-version
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DNN1

DNN2

DNNn

…
Comparator

Different 
output

Adversarial 
attack 

Same
output



Recovery blocks
 Passive redundancy: Activation only in case of faults

o The primary variant is executed first
o Acceptance checking on the output of the variants

EXPLANATION
o In case of a detected error another variant  (TRADIONAL) is executed

Execution of
a variant

Acceptance
checking

y n

Output

Input
ML

Check explanation

Check familiarity
(ttraining coberage)



Wrappers as by-products of testing?



Example assumption: data quality

Easy to check

Hard  to check



Analysis techniques overview
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Analysis 
techniques

Formal 
verification

Testing

AI-based system

Machine 
learning 

components

 So far: Unit testing approaches

o DNN as a unit

 We need: ensure 
system level 
correctness

o System level testing

o Robustness testing

o Extreme cases



Analysis techniques overview
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Analysis 
techniques

Formal 
verification

Model 
checking

Formal 
model

Formalized 
property

Verification

Ok Counterexample

Real-life 
system

How to formalize 
properties?

How to formalize 
the working of AI?

What kind of 
algorithms to use?

 Verification of DNN-
based controllers
o E.g.: in case of airplanes –

accident-avoidance 
mechanisms

 Specification: set of 
points and expected 
output



Run-time verification

 OMG Standard

 Publish-subscribe

 15 QoS properties

 Extensions

 Test Generator

oRunning System

 System Under Test

oSystem 
Components

 Test Oracle
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Summary



Summary

 Proper wrappers can eliminate ML induced 
failures

o Fallback to traditional

 Checking explanations  is easier

 Fault -tolerant computing has libraries


