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FOREWORD

On behalf of the Organizing Committee, I would like to greet you at the 29th Minisymposium of the
Department of Measurement and Information Systems at the Budapest University of Technology and
Economics.

After the complete lockdown at the university due to the pandemia last year, we are glad to hold the
Symposium in person again. It is an honor to experience that besides Ph.D. and master students, we
can also welcome several researchers from our widespread international connections.

As we have seen in the previous years, the covered topics are fairly diversified: among others, we
will have presentations from the area of digital signal processing, bio-medicine and bio-informatics,
security, artificial intelligence, and cyber-physical systems.

Following the practice of the last couple of years, we issue the proceedings only in electronic format.
We believe that the advantages of this format make it unnecessary in the future to publish a printed
edition.

I hope that the following two days will be fruitful in the sense that you will be able to exchange ideas,
grasp inspiration from the research approaches of one another, or even discover areas where further
international co-operations can be established.

Budapest, February 7, 2022
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Balazs Renczes
General Chair

ii



PAPERS OF THE MINISYMPOSIUM

[Attila Ficsor and Oszkar Semerath:

[ An Initial Performance Analysis of Graph Predicate Evaluation over Partial Models| . . . . . . 1
|[Andras Palko and LaszIo Sujbert: |
| Application of Coherence Function to the Analysis of Compressive Sensingf . . . . . . . . .. 5
[Bence Cseppent0, Jan Swevers and Zsolt Kollar: |
[ Approximate Time-Optimal Model Predictive Control of a SCARA Robot: A Case Study|. . . 9
[Tamas Nagy, Nora Eszlari, Gabriella Juhasz and Péter Antal: |
| Bayesian Analysis of Multi-Target Genetic Markers Using Hierarchical Phenotypic Data] . . . 13
[Richard Szabo and Andras Voros: |
| Dependability Modeling of Cyber-Physical Systems 1n the Gamma Framework] . . . . . . .. 17
[Andras Wiesner: |
[ Design of an Audio Frequency Range Distributed Data Acquisition System Prototype|. . . . . 21
[Carlos Batista, Fatima Mattiello-Francisco and Andras Pataricza: |
[ Heterogeneous Federated CubeSat System: Problems, Constraints and Capabilities| . . . . . . 25
Matija Rogli¢ and Zeljka Lu¢ev Vasié: |
[ Intrabody Communication Methods — A Short Overview| . . . . . ... ... ... ... ... 29
Mihaly Vetro, Marton Bendeguz Bank6 and Gabor Hullam: |
[ Investigating the Combined Application of Mendelian Randomization and Constraint-Based |
[ Causal Discovery Methods| . . . . . . . .. . ... .. ... 33
[Krunoslav Jurci¢ and Ratko Magjarevic: |
[ Physical Activity Recognition Based on Machine Learning| . . . . . .. ... ... ... ... 37
[Kristof Horvath and Balazs Bank: |
[ Pole Optimization of IIR Filters Using Backpropagation| . . . . .. ... ... ... ..... 42
[Nandor Lengyel and Imre Kocsis: |
[ Semantically Enabled Design for Edge Cyber Physical Systems| . . . . . ... ... ... .. 46

[Levente Alekszejenko and Tadeusz P. Dobrowiecki:

[ The Conceptual Framework of a Privacy-Aware Federated Data Collecting and Learning System| 50

[Péter Szkupien and Vince Molnar:

[ The Effect of Transition Granularity in the Model Checking of Reactive Systems| . . . . . . . 54
(Gabor Révy, Daniel Hadhazi and Gabor Hullam: |
[Towards Hand-Over-Face Gesture Detection]. . . . . . . ... ... ... ... ........ 58
|Gyorgy Jozsa and Péter Sarkozy: |
[ Using Dimension Reduction Methods on the Latent Space of Molecules| . . . . . . ... ... 62

[Domonkos Pogany and Péter Sarkozy:

[ Using Invertible Plugins in Autoencoders for Fast and Customizable Post-training Optimization| 66

[Bertalan Zoltan Péter and Imre Kocsis:

[ ZKP-Based Audit for Blockchain Systems Managing Central Bank Digital Currency| . . . . .

iii



An Initial Performance Analysis of
Graph Predicate Evaluation over Partial Models

Attila Ficsor, Oszkar Semerath
Budapest University of Technology and Economics
Department of Measurement and Information Systems
Budapest, Hungary
Email: attila.ficsor@edu.bme.hu, semerath@mit.bme.hu

Abstract—Graph-based modeling tools are widely used during
the design, analysis and verification of complex critical systems.
Those tools enables the automation of several design steps (e.g.,
by model transformation), and the early analysis of system
designs (e.g. by test generation). The evaluation of complex graph
predicates (or graph pattern matching) is a core technique in
modeling and model transformation, and essential in scalable
graph generation. This motivated the integration of industrial
graph pattern matching tools directly to advanced data structures
used in model checking and logic reasoning algorithms.

In this paper we provide a report of a preliminary performance
benchmark combining the incremental graph pattern matching
algorithm of the Viatra framework with hash tries used for state
space exploration on partial models.

Index Terms—predicate evaluator, graph generation

I. MODEL GENERATION AND PREDICATE EVALUATION

During the design and testing of critical systems, modeling
tools are widely used, enabling the automation of several de-
velopment and testing steps with graph-based models. Graph-
based models are the primary development artifacts in those
modeling environments on which advanced modeling frame-
works are operating. To test those modeling applications, we
need a diverse set of well-formed models as test input.

However, the synthesis of valid well-formed models is
a challenging task. A common feature of scalable model
synthesis algorithms is the continuous evaluation of graph
predicates during an exploration process:

e« The VIATRA Solver model generation approach [1]
combines the incremental graph pattern matching [2] with
rule-based design exploration framework [3].

e The SDG framework [4] combines standard OCL-based
tooling [5] with genetic algorithms.

In this paper we compare the performance of a new pro-
totype predicate evaluation technique using hash tries [6] for
efficiently storing multiple versions of a graph models, and
the incremental graph pattern matching algorithm [2]. We
present the measurements on a case study, where we generate
diverse and realistic scenarios for testing machine learning
components used in advanced driver-assistance systems.

II. CHALLENGES OF MODELING TECHNOLOGIES

Until now, the only documented way to create patterns for
VIATRA was in VIATRA Query Language [2]. To use this, we
needed to work our way through a long list of steps setting up

DOI'10.3311/MINISY2022-001

the integrated development environment (IDE). This included
installing Eclipse with Eclipse Modeling Framework (EMF)
and VIATRA, then creating a modeling project, where we
could create a metamodel. From this we had to generate model
code and editor code, which we had to use to start a Runtime
Eclipse. In this instance of Eclipse we could create a Query
Project, in it a VQL file, and in this file, we could write our
pattern in VQL language. When we saved this file, some Java
classes were generated, that we could use in our code.

This method used EMF objects to store data (i.e. the model),
and there was limited options to use other data structures. In
the existing code base in the VIATRA framework, there are
two ways to create (partial) models used as the starting point of
the generation. One is to create an EMF model either using the
graphical user interface (GUI) editor, or using Java programs.
We can then load this model, and VIATRA builds its own
internal data structure from the model. The other way we can
create a partial model is using a tabular method, where we
can create a table which we can use to write our data into.
Then based on this table, VIATRA creates its own internal
data structure, similar to the previous method. Unfortunately,
this is implemented for data types provided by EMF.

There are several challenges resulting from this:

« Setting up the IDE is not user-friendly, it has complicated
software requirements and necessary settings, that are
difficult to find.

o Portability is limited, since one version has Eclipse
dependency, while the other version without this depen-
dency is unstable.

¢ Originally, the pattern matching operates on data struc-
tures provided by EMF, which imposes performance lim-
itations (e.g., scalability issues with ELists and inefficient
state space exploration using EMF transactions).

To answer those challenges, we chose to integrate high
performance data structures [6] to the core pattern matching
mechanism of the VIATRA query framework.

« We provide a simple grammar to formulate type systems,
the predicates (i.e., the queries) and instance models [7].

o The framework can be used without custom editors.

« Finally, [6] promises efficient and scalable data structures
optimized for exploring huge search spaces necessitated
by explicit model checking algorithms.


https://doi.org/10.3311/MINISY2022-001

* () *
(0.7] lanes Q TrafficSituation (0.7 cars
[0..*] following
y N
Q Lane [0.1] on B Car
[0..1] left T

[0..1] right

Fig. 1: EMF metamodel used in the measurements

In this paper, our main goal is to provide an initial perfor-
mance comparison between the newly developed data structure
and VIATRA. In the following, we present the domain we
selected to execute our performance comparison. For this
example we use a focused fragment of the Scenic traffic
situation modeling language [8].

III. REPRESENTING MODELS WITH EMF AND VIATRA

First, we present the domain of measurement using standard
modeling technologies.

First, review the metamodel. A metamodel describes the
main concepts and relations, of a model, and defines its main
structure. In this paper, we used a simple metamodel shown
in Figure 1 using EMF. In this metamodel, a Traffic situation
consists of Lanes and Cars. A Lane can be connected to
another Lane via the following reference, and its relation
with the other lanes are represented with the left and right
references. Cars are placed onto a single lane. Instance models
in our measurements are in accordance with this metamodel

In our measurements we are using VIATRA as a compari-
son. We implemented seven graph patterns in VQL to query

« incoming empty lane segments without preceding lanes
to spawn new cars into the scenario;

o outgoing lane segments without following lanes to
despawn cars from the scenario;

« cars on the same or adjacent lanes for listing potentially
dangerous situations;

« and potential trajectories for lane following and changing
maneuvers [8].

The implementation of the last pattern is illustrated below.

pattern moveCar (from: Lane, to:
Lane.following (from, to);
Car.on(car, from); }

or{ Lane.left (from,to);
Car.on(car, from); }

or{ Lane.right (from,to);
Car.on(car, from); }

Lane, car: Car) {

IV. 4-VALUED PARTIAL MODELS

Next, we illustrate the same problem with 4-valued partial
models. Partial modeling is a technique to explicitly represent
uncertainty in models by abstracting a collection of possible
models into a single partially specified model. In this paper, we
use 4-valued logic to represent uncertainty, where traditional
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Fig. 2: Partial model with unknown relation values

Car Following exists

cl true 11 12 true 11 true

c2 true 12 13 true cee true

c3  true 13 14 true c3 true

c4  true 4 15 true c4 unknown
Lane On equals
11 true cl 11 true i T true
12 true c2 12 true L true
13  true c3 13 true

c3 ¢3 true

4 true c4 14 unknown 4 4 k
15 true c4 15 unknown ¢ ¢ unfnown

TABLE I: Relational representation of an example model

logic values true and false are extended with a logic value
unknown to represent uncertain or incomplete data where
both true and false are possible in the represented concrete
models, and with error to represent inconsistencies.

Figure 2 shows a partial model with five lanes and four
cars. Lanes 1-5 are following each other, and cars 1-3 are on
lanes 1-3. We know that these objects and relations exist, so
they are marked with solid arrows. The last car, c4 can be
on lanes 11 or 12. In this example, it is unknown whether it
is on either of them, these relations are marked with dashed
arrows. We extend this notation of uncertainty to existence
and equivalence as well, which enables abstract nodes that can
represent multiple or no nodes. In our example, c4 is denoted
with a dashed loop edge with the label “equals”, which means
that c4 can represent multiple nodes. By default, other objects
are different from each other, and equal with only themselves.
Moreover, c4 is denoted with dashed line, which means that
its existence is uncertain: it can be included to, or excluded
from the model.

The same model is shown in Table I, in similar tables
as the ones used in our predicate evaluation algorithm. The
Car and Lane tables show the types of the objects, while the
Following and On tables contain the relations between the
objects. A true value means the relation exists in the model,
while an unknown value means the relation may exist in the
model. The most numerous false values are omitted in both
Figure 2 and Table I. Error values are not present in the model,
since that would mean there is an inconsistency.

4-valued partial models enable the representation of classes
and references with unknown existence using abstract nodes
and edges like c4 in Figure 2. As a syntactic sugar, [7]
introduces classes and references (illustrated below) which are
translated to abstract nodes and edges internally.

class Lane { class Car {



Lane[0..*] following
Lane[0..1] left opposite right }
Lane[0..1] right opposite left

Lane[0..1] on

The predicates implementing the graph patterns in the new
specification language are shown below. We chose to use direct
predicates (direct pred), so we could specify to match
for true and unknown values for potential values of car
trajectories, giving us a 2-valued result. Using a predicate
(pred) without specifying the true and unknown values
would give a 4-valued result [9]. These predicates are seman-
tically equivalent to the ones implemented in VIATRA.

direct pred moveCar (from,to,car) <->
following (from, to)=true|unknown, on (car, from)=true |unknown
; left (from, to)=true|unknown, on (car, from)=true |unknown
; right (from, to)=true|unknown, on (car, from)=true|unknown.

V. EVALUATION
A. Research questions

We evaluated the performance of the query engine by
formulating various research questions and answering them by
measuring execution times. These are the research questions
we aim to answer:

RQ2 How does the model building scale if we increase the
model size?
RQ1 How does the pattern matching scale if we increase the
model size?

B. Measurement setup

The measurement workflow is shown in Figure 3. The
measurements have three parameters:

o x: The number of lanes following each other.

e 7: The number of parallel lanes.

e n: The number of times the changes are applied and
pattern matching is executed.

n times

Iter 7

Despawn]—)[ Move ]—)[ Spawn

Fig. 3: Measurement setup

oo

First, we initialize the predicates, an empty model and the
query engine in the Init phase. Next, in the Build step we
build up the model, which consists of x * y lanes in a grid,
and y cars placed randomly on these lanes. Figure 4 shows an
example of a four by four grid of lanes with four cars. The
forward direction is to the right, and the arrows show which
lane each car is able to move to.

In the next step an iteration starts, where we first despawn all
cars that are on a lane that has no following lane. In Figure 4
car C4 would be removed, since it can no longer go forward.
Next we move all remaining cars from their current lane to its
following lane or either of the lanes next to them. After this
step the example might look like Figure 5. The third and final
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Fig. 4: Example model of a 4 x 4 grid of lanes with 4 cars
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Fig. 5: An example model after despawning and moving

step in the iteration is spawning new cars to make sure there
are y cars in the model. These new cars are placed randomly
on the lanes. These three steps are repeated n times. After n
iterations the measurement stops. The runtime of each step is
measured separately.

C. Compared approaches

We ran the same measurement using four different ap-
proaches. First, we measured VIATRA in continuous eval-
uation mode (where each model change is processed im-
mediately, denoted by VQL-continuous), then in coalescing
mode (where model updates are processed after the full
iteration, denoted by VQL-batch. VIATRA does not support
4-valued evaluation naively, those are matched on only true
and false values, using EMF as data structure. Then we
measured our approach once where we query both true and
unknown values (where all four logic value is used), and
once where we query exactly true values (denoted with
Refinery and Refinery-Abstract). We run the simulation for
5000 iterations, while saving the runtime after every 1000
iterations. Before the measurement of both tools, we ran a
similar, but smaller setup to account for the JVM warm up,
and programmatically called the garbage collector after each
run. Each measurement was repeated 25 times, and we used
the median value of the results, to filter out the noise.

We executed the measurements for multiple model sizes.
The sizes are illustrated in Table II For the measurements we
used the following hardware, software versions, and settings:
Java version: 17, maximum Java heap size: 8GB, VIATRA
version: 2.6.0, OS: Windows 10, CPU: Intel Core i7-9750H.

D. Measurement results

Figure 6a shows the runtime building the model. The
horizontal axis is the nodes and edges in the model. The
vertical axis shows the time it took to complete building the
model, in milliseconds.



size lanes cars  nodes+edges
50 50x50 50 10100
100 100x100 100 40200
150 150x150 150 90300
200 200x200 200 160400
250 250x250 250 250500
500 500x500 500 1001000
750 750x750 750 2251500
1000 | 1000x1000 1000 4002000
1250 | 1250x1250 1250 6252500

TABLE II: Model sizes

Figure 6b shows how the runtime changes if we increase the
number of nodes and edges in the model used in the setup. The
horizontal axis is the size of the model on which we ran the
pattern matching, as detailed above. The vertical axis shows
the time it took to complete 5000 iteration of modification on
the model, in milliseconds.

E. Discussion of the results

On Figure 6a we can see that building the model is
slower with our solution, than the two VIATRA configuration,
because the current version of Refinery and Refinery-Abstract
uses more relation (both left and right, exists and equals),
and needs twice as many base indexing to support multiple
logic values. However, these initial performance measurement
showed potential performance improvements.

RQ1 With respect to the model size the original VIATRA

scales better than Refinery and Refinery-Abstract.

As we can see in Figure 6b, all four measurements show
a similar shape on the diagram. The fastest solution was our
approach without abstraction (Refinery), and provided better
performance then both VQL-continuous and VQL-batch are
slower. This can happen as it uses more advanced data struc-
tures than EMF and skips model management steps irrelevant

40000

20000

0
0 1000000 2000000 3000000 4000000 5000000 6000000 7000000

—O—VQL-continuous VQl-batch —%—Refinery —+— Refinery-Abstract

(a) Runtime of model building

200000
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—6—\VQL-continuous VQL-batch —>—Refinery —— Refinery-Abstract

(b) Change in total runtime by model size

Fig. 6: Runtime measurements

to running the core query evaluation engine (e.g., notification
sending, order of elements in a list, resource management).
The slowest solution was our approach with abstraction, where
the result is calculated from the combination of predicates.
This took almost twice as long to run, than without abstraction,
since this had to check roughly twice as many rows.

RQ2 With respect to the model size, Refinery scales better
than the original VIATRA. Compared to that, Refinery-
Abstract needs almost twice as much time.

VI. CONCLUSION AND FUTURE WORK

In this paper, we provided an initial performance benchmark
using VIATRA with a novel data structure representing 4-
valued partial models. Despite the richer expression power
of our data structure, our solution produced favorable perfor-
mance, better than the standard modeling technology (EMF).

In the future, we are planning to use this data structure in a
design space exploration scenario used for model generation,
replacing the backed engine of VIATRA Solver. Additionally,
we are planning to evaluate the performance of the data
structure using existing benchmarks (like [10]).
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Abstract—Compressive sensing has been developed for the
sampling of sparse or compressible signals. Strong theorems
state that when a signal is sufficiently sparse, its samples can be
accurately recovered from random sub-Nyquist measurements.
As a consequence, compressive sensing is emerging as a part
of various applications, such as image processing, biomedical
problems or audio signal processing. Designing a compressive
sensing application comprises the selection of many parameters,
e.g. data acquisition scheme, compression ratio, reconstruction
algorithm, etc. To make these decisions experimentally, a simple
criterion to compare several options can prove to be helpful.
This paper proposes to use the coherence function as a criterion
to evaluate the quality of a signal transmission via compressive
sensing. After a brief review of compressive sensing, the usage
of the coherence function is presented. Simulation examples
illustrate how it can help making the design decisions.

Index Terms—coherence function, compressive sensing, FFT,
stochastic signals

I. INTRODUCTION

Traditionally, sampling is governed by Shannon’s theorem.
This well-known result is universal, it can be used for sampling
any signal. In practice, many signals can be described with
only a few significant coefficients in an appropriate basis,
frame or dictionary (for brevity, in the following only the word
basis will be used). This phenomenon is called sparsity.

A signal is sparse if there is a basis in which it has few
nonzero coefficients. Similarly, a signal is compressible in a
basis if its sorted coefficients decay rapidly (enveloped by an
exponential decay). Whether a signal is sparse (compressible)
or not, depends on the basis. To illustrate this, one can consider
the (inverse) discrete Fourier transform of a single spike. A
basis in which a signal has a sparse representation, is called
the sparsifying basis (for that signal).

Compressive sensing was introduced in 2004 by Donoho,
Candes, Romberg and Tao [1], [2], [3] for the sampling of
sparse or compressible signals. Traditionally, using Shannon’s
theorem, one would take a number of samples, and then use
a compression algorithm to represent the signal with a fewer
number of samples. Compared to the sparsity of the signal,
one oversamples it, then performs the compression and only
keeps the significant coefficients. Thus, a great part of the
acquired data is discarded. In contrast, using compressive
sensing, one directly obtains a compressed representation via
random sampling. Sampling and compression are performed
simultaneously, at a sub-Nyquist rate.

This research was funded by the National Research, Development, and
Innovation Fund of Hungary under Grant TKP2021-EGA-02.
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One would expect that if the sampling is sub-Nyquist, the
signal cannot be reconstructed exactly. For general signals, this
is true. However, for sparse signals compressive sensing offers
accurate reconstruction from sub-Nyquist measurements using
nonlinear reconstruction algorithms [4], [5], [6].

Applications of compressive sensing are emerging in various
fields of science and technology. A famous image processing
example is the single-pixel camera [7]. Some other fields
are biomedical problems [8], or face recognition [9]. For
a broad overview of compressive sensing acquisition and
reconstruction strategies, as well as applications we refer the
readers to the survey paper [10].

When one designs an application of compressive sensing,
there are multiple decisions to make. A major task is to
determine the sparsifying basis. Moreover, one needs to decide
the data acquisition and the reconstruction schemes. They can
have several parameters to tune, the most trivial is the rate of
compression. These decisions may require extensive knowl-
edge about the compressive sensing structures and algorithms.

Another way of making these design decisions is via exper-
imentation. In many applications, the signals to be processed
can be modeled well by stochastic signals, e.g. noise or
vibration signals; nonstationary signals; audio, acoustic and
speech signals or signals containing short periodic parts.
Furthermore, in many applications, the signals’ frequency
domain behavior is technically relevant. In these cases, it
is important to accurately transmit those frequency bands
which contain the signal. When such stochastic signals are
transmitted through a system, the transmission quality can be
assessed in the frequency domain by calculating the coherence
function between the input and output signals. We propose to
use the coherence function in order to help making the design
decisions by experimentation.

The paper is arranged as follows: Section II gives an
overview of compressive sensing. The usage of the coherence
function is discussed in Section III. Section IV presents some
simulation examples. The paper concludes in Section V.

II. COMPRESSIVE SENSING

Compressive sensing can be split into two tasks:

o Data acquisition: getting the compressed measurements
from the input signal.

« Reconstruction: getting the estimate of the input signal
from the compressed measurements.

In the following, these tasks are reviewed briefly.


https://doi.org/10.3311/MINISY2022-002

A. Data Acquisition
Data acquisition can be modeled as follows:

Y=z 6]
where x € C" is the input vector, » € C"™*" is the
measurement matrix and y € C™ is the vector of compressive
measurements.

Usually ¢ is chosen as a random matrix, e.g. with elements
drawn from a Gaussian distribution. Furthermore, m = 7n,
where 0 < 7 < 1 is the compression ratio [11]. 7 < 1 means
m < n. In certain applications, even m < n can be achieved.
The actual value of 7 depends on the sparsity of the signal.
To obtain a low value, the measurement matrix needs to be
incoherent with the sparsifying basis [12].

B. Reconstruction

In the reconstruction problem, we are given the measure-
ments y, the measurement matrix ¢, and we try to solve the
measurement equation (1) for z. This is an underdetermined
system with infinitely many solutions. The usual least squares
approach yields poor results, since it tries to give a solution
with minimal energy, disregarding the sparsity of the signal.

If 1) € R™"** is the sparsifying basis of the signal, that is

T =Ps 2
where s € R¥ (or C*), k > n is the sparse (or compressible)
coefficient vector, then the measurement equation (1) can be
rewritten as

y = phs = Os. 3)

Since we know that s is a sparse vector, the unique solution

of the reconstruction problem can be determined by choosing

the sparsest possible s. Mathematically, this is described by
the following [l optimization:

5§ =argmin]||s|, subjectto y=0Os 4)
S
where § is the estimated coefficient vector and ||-||, denotes

the [y pseudonorm which is the number of nonzero elements.
Now the input signal can be estimated:

T =s. 5)

Directly solving (4) is computationally extensive, since it

involves trying all the possible combinations, which is an NP-

hard problem. Several alternate methods have been proposed
in the literature, e.g. to use convex optimization (/; norm):

5§ =argmin||s|; subjectto y=0Os (6)
S
This modified reconstruction problem can be solved using

linear programming techniques. This solution is called Basis
Pursuit [4].

III. COHERENCE FUNCTION
The 42 (f) coherence function [13] between signals x and
z is defined as

7z (1) = 180z (A / (S (£) S22 (1) (M
where Sy, (f) and S, (f) are the auto power spectral den-
sities, while S, (f) is the cross power spectral density. In
practice, they can be efficiently estimated using FFT. Note
that this coherence function is a different concept than the

ny

Y

System

Coherence function calculation

Fig. 1. Setup used for the coherence function example

Coherence function example

[ INormalized magnitude response

05 Coherence (x,z)
O V. PPy —
0 0.1 0.2 0.3 0.4 0.5
flf
S
Fig. 2. Coherence function example. Grey area: normalized magnitude
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max

(in)coherence between the ¢ measurement and the ¢ sparsi-
fying matrices [14] used in the field of compressive sensing.
At each frequency, the coherence function indicates the
correlation between signals z and z. That is, 0 < v2_ (f) <1
and a high value indicates a linear relationship between signals
x and z. The coherence is decreased in the presence of
uncorrelated noise or nonlinearities in the system.

The following demonstrative example illustrates the appli-
cation of the coherence function for assessing the quality of a
signal transmission.

Fig. 1 depicts the setup: first, 10000 samples of Gaussian
white noise are generated (signal ). Then, it is processed by a
4th order Butterworth bandpass filter (passband: [0.05...0.2]-
fs, where fs is the sampling frequency) to obtain zy. Then
the n, Gaussian white noise is added to the output with
SNR = 10 dB to get the z output signal. Finally, the coherence
function is calculated for the input against the noisy output.

The coherence function is shown in Fig. 2 alongside the
H, (f)=1|H (f)|/|H]|,,yx normalized magnitude response of
the system (|H| . is the maximal magnitude response). The
coherence between the noisy output and the input is drawn
with red color, while the gray area is the magnitude response
of the filter. To make the coherence function easily comparable
to the magnitude response, the magnitude response is drawn
as an area, on a linear scale.

The coherence between the noisy output and the input signal
is as one would expect: it is high (low) when the magnitude
response is high (low). Since the spectrum at the input x
is white, the spectrum of zy is shaped like the magnitude
response. Because of the noise n,, the output z is dominated
by the noise in the stopband, where the magnitude response
is low. As this noise is uncorrelated with the input, it is
not contained in the S, (f) cross spectrum, but contained
in the S., (f) output spectrum. Thus, the numerator of (7)
is unchanged, while its denominator grows: the coherence is
decreased. Similar arguments can be made for the passband.

A potential application of compressive sensing is compress-
ing the transmitted data. In many cases, the signals to be
transmitted can be modeled well by stochastic signals. Some
examples are noise measurement [15], vibration analysis [16],
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or signals containing short periodic parts such as speech [17],
acoustic or in general audio signals.

In these cases, the transmission utilizing compressive sens-
ing can be modeled as the processing of a stochastic signal
with a system. For this model, a possible way of assessing
the quality of the transmission is to calculate the coherence
function between its input and output signals. We propose to
use the coherence function in order to help making the design
decisions by experimentation.

A. Alternative Metrics

There are several metrics to evaluate a compressive sensing
scheme [11]. E.g. two popular ones are the Normalized Root
Mean Square Error (NRMSE) and the Signal-to-Error Ratio
(SER):

NRMSE = [z — &, / ||z, ®)
SER = —201g NRMSE ©)

Note that while the NRMSE is a normalized metric, it can
obtain values higher than one (since the normalization refers
to the division by ||z]|,).

The usual metrics give a scalar, integral measure of the
quality from time domain analysis. In contrast, the coherence
function provides a vector of quality metrics in the frequency
domain.

IV. EXAMPLES

To illustrate how the coherence function can help designing
a signal transmission using compressive sensing, some simu-
lation examples are presented.

Thus the aim of the examples below is not to illustrate the
power of an optimized data transmission using compressive
sensing, but to present how the coherence function shows the
difference between various compressive sensing schemes. As
a consequence, not necessarily the best sparsifying bases or
the most powerful reconstruction algorithms are used.

A. The Simulation Environment

The setup used for the simulations is shown in Fig. 3. To
generate the = input signal, the n Gaussian white noise is pro-
cessed with a system. Then this x signal is passed through the
compressive sensing data acquisition—reconstruction scheme to
obtain the & estimate of the input signal.

The elements of the ¢ measurement matrix are drawn from
a Gaussian distribution. The 7 compression ratio was varied
from 5% to 50% in steps of 5%. The /;-magic implementation
[18] of solving (6) is used for the reconstruction. For simplic-
ity, only changes in 7 and in the sparsifying basis are shown
in the examples. However, the proposed analysis is applicable
e.g. to changes in the reconstruction algorithm as well.

First example, DCT basis
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Fig. 4. First example, DCT basis. Grey area: normalized magnitude response,
|H]| .. = 1. Colored lines: coherence function at different compression ratios.
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Fig. 5. NRMSE with different compression ratios in the first example

B. Example 1: Elliptic Bandpass Filter

In the first example, the system is an elliptic bandpass filter
(6th order, 1 dB passband ripple, 60 dB stopband attenuation,
[0.45...0.55] - fs/2 passband). Its magnitude response is
shown in Fig. 4 as the grey area. Consequently, the signal
x should contain significant coefficients only in the passband,
that is, « should be approximately sparse.

The discrete cosine transform (DCT) [19] is selected for the
sparsifying basis as an initial choice. The results are shown
in Fig. 4 with the colored lines. As the compression ratio
increases, the coherence increases first in the passband, then
also in the stopband. The coherence function takes almost 1
values in the passband at 7 > 35%. From this, one could infer
that 7 = 35% is enough for a good transmission.

This claim can be verified by looking at the NRMSE.
Fig. 5 shows this error for the investigated 7 values. The error
decreases rapidly from 30% to 35%, while from 35% to 50%
it is still decreasing, but at a slower rate. There is a clear break
in the NRMSE where the coherence function fully “envelopes”
the input spectrum.

From the perspective of the designer, plotting the input
spectrum and the coherence function is more informative than
calculating a single number.

Other potential sparsifying bases can be tried and evaluated,
here the results of the Haar wavelet basis [20] are presented
(Fig. 6). Comparing to Fig. 4, it is clear that the coherence
at a given 7 is worse for the Haar wavelet basis than for
the DCT basis. This also can be seen on the NRMSE plot.
Consequently, the DCT basis is a better choice than the Haar
wavelet basis in this example.

Note that for both bases, the coherence function has higher
values in the passband and lower values in the stopband. This
is as expected: as 7 grows, less and less significant parts of
the signal are getting transmitted also. When the coherence is
high in all the significant bands, the useful information in the
signal are transmitted. This is harder to see in the time domain
error plot.

A potential remark would be the idea to transform this
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signal to baseband and there use traditional sampling. In
this simple case, this is a viable solution. However consider
a case when the signal has several bands scattered in the
spectrum, with the same “total bandwidth” as here. In such a
case, compressive sensing requires similar compression ratio
as here, while generally the transformation to baseband is not
applicable.

C. Example 2: Butterworth Bandstop Filter

The system in the second example is a Butterworth bandstop
filter (6th order, [0.1...0.95]- f5/2 stopband). Fig. 7. illustrates
its normalized magnitude response with the gray area. In the
first example, there was a single, narrow passband. Here, the
passband is still narrow, but is split into two bands. Similarly
to the first example, x should be approximately sparse.

After calculating the coherence function with the DCT basis,
we got the results shown in Fig. 7. Compared to the previous
example, at first glance now we can see that 7 = 50% is
required to reach the coherence value of 1 in the passbands.
This is larger than there, however, the total width of the
passbands is also larger than in the first example.

The time domain analysis shows that 7 = 50% transmission
offers similar quality to the 7 = 35% case in the first example
(Fig. 8). Again, the coherence is higher in the passbands and
lower in the stopband.

V. CONCLUSION

In this paper the usage of coherence function was proposed
to assess the transmission quality of stochastic signals via
compressive sensing. After taking an overview of the com-
pressive sensing process, the coherence function was reviewed.
In many signal processing applications, the signals’ frequency
domain behavior is technically relevant. Thus, it is important
to accurately transmit those frequency bands which contain the
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Fig. 8. NRMSE with different compression ratios in the second example

majority of the signal’s power. When such stochastic signals
are transmitted through a system, the coherence function can
be used as a tool to compare the quality of different data
transmission options. Simulation examples illustrated the us-
age of coherence function to qualify a signal transmission via
compressive sensing. The results showed that in certain simple
cases, similar compression can be reached with compressive
sensing as with traditional methods. A potential future task is
finding such examples which can better illustrate the usage of
the coherence function.
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Abstract—This paper investigates, based on a case study of a
SCARA robot, how time-optimal point-to-point motion can be
approximately realized using a model predictive control formu-
lation that has low computational complexity. Time-optimality
is realized by an indirect formulation and different objective
functions are compared. Using the /;-norm instead of a quadratic
penalty mimics time-optimality, however, to reduce computa-
tional complexity and evade some of its disadvantages, the
Huber-norm is introduced as a velocity penalty while the position
is penalized quadratically. The contribution of the sampling rate
and the length of the prediction horizon is also examined, as the
sampling rate poses a limit on the available computation time,
while the prediction horizon influences computational complexity.
Simulations were carried out in a MATLAB environment using
the CasADi toolbox.

Index Terms—optimal control, time-optimal motion, PTP mo-
tions, SCARA robot, CasADi, Huber-norm

I. INTRODUCTION

Model predictive control (MPC) methods have been a topic
of research for decades. With the advancement of digital tech-
nology it is becoming more and more economic to implement
sophisticated nonlinear programming techniques for online
controllers in many fields [1].

Although there is immense literature about MPC techniques
[1] and optimization [2] [3], the choice of sampling frequency
and the size of the finite prediction horizon pose a challenge as
there are a number of issues to consider. Firstly, the sampling
time has to be larger than the computation time of the next
control action. Secondly, the computation time is affected by
the number of samples in the prediction window as well as by
the number of integration intervals within one sample. Thirdly,
for better performance a large enough window is needed, while
the integration interval has to be small enough to accommodate
the system dynamics. Thus, a compromise must be reached.

The aim of this paper is to investigate the effect of sampling
rate and prediction horizon size on controller performance,
while examining different objectives to mimic time-optimal
motion with low computational complexity. The plant consid-
ered in this study is a rigid-body forward dynamics model
of an EPSON G3-251 SCARA robot [4] [5] [6]. This robot
has two rotational joints and one prismatic joint, the latter of
which is not used in the presented work. The simulations were
carried out on a forward dynamics model, i.e. the states of the
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plant are the joint positions (rotational angles), g and the joint
velocities, ¢, while the inputs are the actuator torques, 7.

The rest of the paper is organized as follows: Section II
elaborates upon the implementation and parameters of the
simulations. Section III illustrates the examined performance
indicators for various sampling rates, prediction horizon win-
dows and objective functions. Finally, Section IV summarizes
the conclusions and presents possible future work.

II. SIMULATION SETUP

The algorithm used in this paper iteratively solves a con-
strained nonlinear optimization problem over a finite time hori-
zon. The calculated input corresponding to the first sampling
interval of the prediction horizon is applied to the model of
the system, and the resulting state variables are the new initial
values for the repetition of the process.

The algorithm has been implemented using MATLAB and
the CasADi tool [7] supplemented by the CasADi-reliant
Rockit (Rapid Optimal Control kit) [8]. To solve the nonlin-
ear program, the COIN-OR Ipopt interior point optimization
solver is used [9]. The forward dynamics of the plant is
available in the form of an ordinary differential equation
(ODE) as a CasADi function, which is discretized by Rockit
using a 4" order Runge-Kutta integrator with one internal
stage. After solving the optimal control problem (OCP), the
first element of the resulting control sequence is applied
to a zero-order hold discrete-time equivalent of the forward
robot model to evaluate the resulting state variables, which
are used as initial values for the next OCP solve. For now,
all simulations were carried out without considering model
inaccuracies or noise.

A. Motion scenarios

The robot has two rotational joints; a shoulder and an elbow
joint. After evaluating a number of different scenarios and
analyzing the data, it became apparent that two cases may
be distinguished: the range of motion may be large or small
relative to the sampling time and prediction horizon. The
presented data will concern two extreme cases in order to
illustrate the importance of the examined parameters:

« both the shoulder and elbow joints utilize 95% of their
range, presenting a scenario of a large-range motion
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« only the elbow joint rotates by 6°, presenting a small
motion.

B. Parameters of the simulation

Besides the initial and final positions, two important, ad-
justable parameters are observed: the sampling frequency (fs)
which defines the sampling time (7 = L) and the number
of control intervals in the prediction horizon (Neontrol)-

Note that the prediction horizon is not defined as a time
window. If it were, because the window size iS Neontrol * 1s»
increasing fs; would mean proportionally increasing Ncontrol,
leading to an increase in computation time as well. Hence, for
each f the same set of Ncontrol Values were used.

C. Constraints of the OCP

The OCP to be solved for each control action is constrained
by the physical bounds of the joint angles and the maximum
attainable values of the angular velocities and actuator torques.

D. Objective function of the OCP

The objective function to be minimized is a combination
of running costs on the position with respect to the desired
final position and the angular velocities. Although tradition-
ally MPC designers choose quadratic cost functions, there
is a growing tendency to exploit linear penalties in order to
achieve near time-optimal motion [10] [11]. For a time-optimal
point-to-point motion, aggressive control action is needed in
order to accelerate as fast as possible to the maximum velocity,
keep that speed constant as long as possible, then decelerate as
fast as possible to be able to stop at the final position. In this
study a combination of different cost functions is used: as a
quadratic penalty weighs large cost function values higher, this
is imposed on the joint position, while the effect of different
velocity penalties is compared.

In the literature, besides near time-optimality, using the
/1-norm is further motivated by reducing complexity due to the
optimization becoming a linear program instead of a quadratic
one; however, in this case study the system dynamics is non-
linear and the position penalty remains quadratic. It also intro-
duces some drawbacks. As the ¢1-norm is a non-differentiable
function, in implementation a slack variable is introduced as
the objective, and an additional inequality constraint ensures
the connection between the angular velocities and the slack
variable. Because of this, the solution of the OCP might take
more time. Furthermore, the ¢;-norm may introduce dead-
beat control behavior, potentionally causing stability issues,
especially for short prediction horizons. For these reasons
the Huber-norm is introduced, which is quadratic for small,
while linear for large velocity values. Besides switching to
a quadratic penalty towards the end of the motion to ensure
stability, another advantage is that it can be approximated by
a smooth function called the pseudo-Huber norm:

2
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where g, ; is the vector of angular velocities at time index
k, while ¢ is a new parameter defining the velocity norm at
which the transition between linear and quadratic penalty is
made.

The Huber-norm may also be implemented by introducing
two slack variables. Although three additional constraints
increase complexity, this has been tested as well.

III. EVALUATION OF RESULTS

In order to evaluate the results, some performance metrics
must be defined. In this study these were the settling time
(£5%) and the statistics of the number of iterations required
per control action (mean, worst case and standard deviation).

The data presented comprise four fs values:
{250Hz; 500Hz; 750Hz; 1000Hz}, and nine Ncontrol values:
{3;4;5;6;7;8;9;10}. In the cases using the Huber-norm, for
the large motion § = {5}; for the small motion § = {1;0.5}.

A. Settling time

Fig. 1 illustrates how the different velocity penalties affect
the settling time for the large motion range scenario.

The immediately noticeable main difference is that when
using a quadratic velocity penalty, the prediction horizon
required for minimal settling time is larger than in the other
cases as the sampling rate increases. The settling time is
practically independent of Nontro1 for the other norms. Hence,
from the perspective of time-optimality the linear penalty is
superior to the quadratic one, while a suitable choice of the
0 parameter of the Huber-norm achieves the same settling time
even if the prediction horizon contains sufficient, but relatively
few samples.

Fig. 2 shows the results for the considered small motion,
also comparing the influence of different ¢ values. It is appar-
ent that the small motion is more sensitive to the § parameter.
While for the large motion § = 5 already approximated the
settling time of the linear penalty case using a few samples in
the prediction horizon for each considered sampling frequency,
as the sampling frequency increases, it is visible that a smaller
¢ value is needed to reduce the effect of Nconirol in case of
the pseudo-Huber norm.

The explanation for this is twofold. Firstly, as the same
Neontrol Value means a shorter horizon for a larger f;, it
was anticipated that a small N¢ontro1 Would result in poorer
performance at larger sampling frequencies. This is more
distinguishable in case of the short motion because the ratio
of the prediction window size and the motion time changes
drastically with increasing Ncontrol, furthermore, as the ve-
locity constraint is inactive, the scaling between the velocities
and ¢ is different. Secondly, ¢ has to be smaller for the second
scenario because the same ¢ value for a large and small motion
would mean a different percentage of motion time spent in the
linear penalty range.

B. Iteration count

For the number of solver iterations, the value was logged
after each OCP solution from the beginning of the simula-
tion until settling was reached. For each objective function,

10



Settling time, large motion

fs =250Hz fs =500Hz
300 300
O L2 O L2
280 +ou 7 280 +ou
Analytic Huber, 4 =5 Analytic Huber, 5= 5
= % Slack variable Huber, 6 = 5 z * __ Slack variable Huber, § = 5
£ 260 — T £ 260
£ g
= 240 = 240
o =3
< £
3 220 B 220 o
2] (2] o
200 © % o o o o o 200 © o ° o o
* * * * ¥ ¥ ¥ T * x * x x * x
180 - - - - g 180 - - -
3 4 5 6 7 8 9 10 3 4 5 6 7 8 9 10
N:Dntru\ Ncumrul
f, =750Hz f, =1000Hz
300 300
o L2 O L2
280 +ou - 280 +ou
Analytic Huber, 4 =5 Analytic Huber, 5= 5
= % __ Slack variable Huber, 6 = 5 = *__ Slack variable Huber, § = 5
£ 260 T £€ 260
= = [e]
£ g
= 240 = 240
(=3 o o o
= £ -
= = o
T 220 o © 220 o
2] ) (2] © o
© o o o o
200 200 T
x  x % ox x % x ¥ ox % ox ox x x
180 180
4 5 6 7 8 9 10 3 4 5 6 7 8 9 10

control ‘control

Fig. 1. Effect of different velocity penalty norms on the settling time
considering various fs and Ncontrol Values, large motion

Settling time, small motion

f_=250Hz f_=500Hz
s s

250

o
&
g

O L2
o

Analytic Huber, 5 = 1
* Analytic Huber, 4 = 0.5

L2

L1

Analytic Huber, 5= 1
* Analytic Huber, = 0.5

+0

N
3
S
N
15
S

7 7
E Slack variable Huber, 4 = 1 E Slack variable Huber, § = 1
g 150 Slack variable Huber, 4 = 0.5 g 150 7 Slack variable Huber, § = 0.5
) )
£ 100 £ 100
B K [}
@a g a ° 4
sof © © o o o o o 50 O ©°o o o
$ 8 8 % 2 2 & % I 3 5 5 5 %5 % %
0 of
3 4 5 6 7 8 9 10 3 4 5 6 7 8 9 10
Ncnmm\ Ncomrol
f, = 750Hz f, = 1000Hz
250 250 o
o L2 o L2
Tou +ou
200 Analytic Huber, 5= 1 200 Analytic Huber, §
= % Analytic Huber, 5 = 0.5 = X Analytic Huber, §
E__¢ Slack variable Huber, 4 = 1 £ Slack variable Huber, 4= 1
e 150 O Slack variable Huber, § = 0.5 2 150 O Slack variable Huber, = 0.5
> o > o
£ £
£ 10 o £ 0 °
* ° o 4 * + ° o 4
50 T © 50
% % £
X%y % [
e o & & § % & e ¢ & o & %
3 4 5 6 7 8 9 10 3 4 5 6 7 8 9 10
Ncumm\ Ncnmml
Fig. 2. Effect of different velocity penalty norms on the settling time

considering various fs and Neoptro) Values, small motion

Neontrol, and fs, the average, the maximum value and the
standard deviation were extracted.

For the large motion it was found that depending on
Neontrol, the maximum number of iterations vary for each
objective function and sampling rate in the range of 3-6
iterations; the change with respect to fs is non-monotonously
+1-2 iterations. Table I shows the average of all the average
values and the maximum value for each objective function,
while Fig. 3 shows the standard deviations of all 32 Ncontrol—
fs combinations for each objective function.

The average number of iterations to solve an OCP with the

pseudo-Huber velocity penalty is close to that of the quadratic
penalty case, while using the linear penalty or the slack
variable implementation of the Huber-norm is computationally
more expensive due to the additional constraint(s).

TABLE I
STATISTICS OF THE NUMBER OF ITERATIONS — LARGE MOTION
pseudo-
g penalty Quad. Lin. Huber, ?li’e;’
d=5 -
mean 20.7 294 19.8 329
max 29 36 27 41
TABLE II
STATISTICS OF THE NUMBER OF ITERATIONS — SMALL MOTION
pseudo{ pseudo-
g penalty Quad.| Lin. | Huber,| Huber, ?‘i’e;’ ?li)e(l;’ 5
6=1| 6§=0.5 B -
mean 156 | 24.1 | 164 17.6 27.7 26.9
max 20 33 41 53 41 34
Standard deviation of iterations - large motion
3 -+
+ :
2.5

F

Fig. 3. Standard deviation of number of iterations for the large motion; A: L2,
B: L1, C: pseudo-Huber, 6 = 5, D: Huber, 6 = 5

Table II shows the mean and worst case iteration values,
and Fig. 4 shows the standard deviations for each objective
function in case of the small motion. Using the quadratic
penalty, neither Ngontro1 nor fy affected the results; using
the linear penalty there are differences, but there is no
monotonous pattern with respect to Neontrol OF fs. Using the
Huber-norm, as § decreases, there are more and more outliers,
but for different thresholds different N¢oniro1—fs combinations
produce these. The increasing standard deviation is partly
due to the low number of samples comprising the motion.
While the slack variable version of the Huber-norm increases
computational complexity, due to its formulation as opposed to
the nonlinear, analytic approximation the deviation is smaller
and the iteration count contains less outliers.

Comparing the average and maximum number of iterations
using the Huber-norm with using the linear penalty, it can be
seen that the pseudo-Huber norm becomes computationally
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more expensive as its smoothness decreases. The merit of the
Huber-norm over the ¢;-norm in case of the small motion is
rather the elimination of the overshoots that might occur.

Standard deviation of iterations - small motion

:
9 :
o+
8 !
.
7 i
:
:
6+ '
+ -
5 +T +—
: !
4 T -
3+: IB
A== L & T 1
1 ¥ +=
I
A B € D E F

Fig. 4. Standard deviation of number of iterations for the small motion; A: L2,
B: L1, C: pseudo-Huber, § = 1, D: pseudo-Huber, § = 0.5, E: Huber, 6 = 1,
F: Huber, § = 0.5

C. Simulations with perturbed inertia parameters

In order to introduce noise — as SCARA robots are usually
used for pick-and-place operations, and the model might not
be accurate — 100 models were generated in which all inertia
parameters of the joints were perturbed by —10%. .. + 10%
using a uniform distribution.

The simulations have shown that depending the motion
scenario the settling time and the statistics of the number of
iterations per control action follow the same tendency as in the
noise-free case with respect to Neontrol, fs and the objective
function, but with a magnified effect:

 in case of the large motion, the ¢;-norm and the slack
variable version of the Huber-norm have higher compu-
tational complexity than the pseudo-Huber norm while
achieving the same settling time;

e in case of the small motion, the ¢1-norm is unreliable
for minimizing settling time while if § is too small, the
pseudo-Huber norm is erratic in terms of iteration count.

IV. CONCLUSIONS AND FUTURE WORK

This case study presented via simulation results that by
penalizing the velocity of the joints of a SCARA robot using
a Huber cost function with a well-chosen threshold value,
the time of a point-to-point motion can be decreased given
a certain prediction horizon, or conversely, the size of the
prediction horizon may be decreased and the motion is still
approximately time-optimal. In case of a fast-reacting system
this may be essential, as a relatively large horizon encompasses
a larger number of control intervals as the sampling frequency
increases, causing a stricter time-constraint on the computation
time of each control action.

For large motions which exploit the velocity range of the
robot, the pseudo-Huber norm is the best choice to mimic
time-optimality with a low computational complexity, as  can

be chosen low enough to minimize time while high enough
to ensure smoothness. For small, precision motions, much
smaller § values increase complexity and the deviation of
the required number of iterations; however, the slack variable
implementation of the Huber-norm has a consistently high
computational cost. The best decision would be to compromise
by using the pseudo-Huber norm with such a threshold so that
time-optimality is sufficiently approximated (but not minimal),
while it is high enough so that the standard deviation iteration
count is low.

There are a number of avenues of ongoing or planned work
to extend this study. The addition of process noise might
be worthwhile, as the ¢;-norm and the Huber-norm with a
small threshold may introduce deadbeat behavior which is
sensitive to these disturbances. Another useful aspect would
be to execute the tests on different plants and verify them
experimentally.

Finally, for a realistic application either the solver should
be accommodated to the requirements or the model should be
simplified — if possible — to actually reach lower computation
times than the sampling interval. With the currently used
interior-point optimizer in a MATLAB environment none of
the logged computation times are actually feasible for online
control. Using a sequential quadratic program instead of the
complete nonlinear program should ameliorate the results.
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Abstract—Hierarchical data is ubiquitous in healthcare, but
taking advantage of hierarchic information is still an open prob-
lem. We demonstrate the strengths and weaknesses of Bayesian
multilevel analysis (BMLA) in this scenario by characterizing
the multi-target relationships between genetic and phenotypic
variables. The BMLA method does not scale well with the number
of variables, thus we performed filtering using standard pairwise
genome-wide association analysis. In this first GWAS phase, we
selected only the most significant genotypic variables for further
screening. We worked with various thresholds, resulting in 274,
12, and 2 genetic variables, these were treated as interventional
variables in the second phase of data analysis using BMLA. The
hierarchy of the phenotypic variables was given a priori, thus,
we could estimate the posteriors of the relevance, i.e., for direct,
non-mediated interaction between these broader categories and
genetic markers. Additionally, we could approximate the joint
relevance of genetic markers for multiple phenotypic groups, such
as for mental health, metabolic and cardiovascular descriptors.
The existence of such multi-target (pleiotropic) genetic factors
is already indicated by significant genetic correlation between
disease groups, i.e., by the overlap of their genetic background.
Using this two-stage Bayesian systems-based method, we could
robustly induce posteriors for these multivariate and multi-target
relevance relations. The systematic investigation of a varying
number of genetic and phenotypic factors confirmed that the
method is sensitive enough to highlight the weak effects of
genetic variables that can be easily overshadowed by the strong
phenotypic correlations.

Index Terms—bayesian statistics, multitarget, hierarchy

I. INTRODUCTION

For us, humans it is very natural to order and organize
data into hierarchical structures to gain more insight and
have better maintenance capabilities, but we rarely use these
structures computationally during advanced scientific research.
The main reason behind this maybe the lack of methods
supporting hierarchical data. This kind of data is abundant
in healthcare related scenarios, e.g. the International Classifi-
cation of Diseases (ICD) uses hierarchical categories, various
scores use weighted sum of variables, which also defines a
two-level hierarchy and genetic data also has multiple levels
(single nucleotide polymorphisms (SNP), genes, gene sets,
chromosomes).

A good example for hierarchical data processing is a novel
Bayesian method called TreeWAS , which shows about 20%

DOI10.3311/MINISY2022-004

increase in statistical power compared to ’classical’ methods,
by utilizing the hierarchy of disease classification [1]. An
other, a more general, regression like method, is the Hier-
archical Linear Modeling (HLM) [2].

We worked on a Bayesian method that can be used in
conjunction with classical GWAS tools and extend their capa-
bilities. Our goal was to solve a Feature Subset Selection (FSS)
problem, by finding hierarchic, multi-target, directly relevant
genetic markers. Hierarchic, meaning a marker that is directly
relevant to the target variables, on any abstraction level, and
multi-target, meaning the marker can be relevant to multiple
variables, or groups of variables. This work will be extended
with additional post-processing and visualisation steps.

II. METHODS
A. Data

Our test was based on the 'Budakalasz Health Examination
Survey’ dataset, which contains the necessary medical and
genetic information for 629 participants, after excluding genet-
ically related individuals. Our goals were to characterize the
relationship between psychiatric and cardiovascular variables
with respect to the SNPs found in the Catenin Alpha 2 gene
(CTNNAZ2), which encodes a protein related to neural growth
[13].

The cardiovascular status of the participants was assessed
with the Framingham Risk Score [14]. This category included
4 scoring variables: FramCVD - cardiovascular disease, Fram-
CHD - coronary hearth disease, FramHCHD - hearth diseases
related to high HDL cholesterol, FramSTROKE - stroke.

For psychiatric assessment, the Brief Symptom Inventory
(BSI) was used, which includes 9 sub-scales that were used
on the variable level.

To characterize rumination, the Ruminative Response Scale
(RRS) was used [4] with 3 parameters on the variable level.

B. Variable Selection with Linear Mixed Models Based
Genome Wide Association Study

The samples were processed according to the basic GWAS
quality control steps [8] and a linkage disequilibrium filtering
was performed on the CTNNA?2 region.
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Fig. 1. Posterior probabilities between the rs17019243 SNP - RRS (on the left) and the rs12615043 SNP - RRS (on the right) based on a parameter sweep.
The sweep was completed for various virtual sample sizes (VSS), maximum parent number per nodes, parameter priors (Bayesian—Dirichlet equivalent uniform
- bdeu, Cooper-Herskovits - ch) and the number of included SNPs were gradually restricted based on relevance from the GWAS step. The number of burn-in

(1 000 000) and sampling steps (5 000 000) were constant along the batches.

After these quality control steps, only 274 CTNNA2 related
SNPs remained. This is still too much computational complex-
ity for our hierarchical method to run calculations reliably, but
enough restriction to do exploratory analysis. Thus, further
narrowing of the parameter palette was necessary. This has
been done by a Linear Mixed Models (LMM) based method,
FaST-LMM [9], to determine the most significantly associated
SNPs for each fenotype: the BMI, the Framingham compo-
nents, the BSI components, and the RRS components. This
yielded 12 distinct SNPs, from which the strongest 2 were
selected for a further, auxiliary analysis.

C. Bayesian Multilevel Analysis

To better understand the directness of the relationships
between the variables, we utilized the Bayesian network based
Bayesian Multilevel Analysis (BMLA) [6]. The naturally
rising two-level hierarchy was given explicitly was given
explicitly to the model. An other option to utilize hierarchy
would have benn the construction of mega-nodes that refer to
higher level terms. This method is limited by the exponentional
increase of the induced cardinality of the mega-node or the
blurred representativity of the underlying dependency model.
However, models at higher abstraction level could boost learn-
ing, so, we investigate the joint use of multiple models at
varying abstraction levels, but this is out of scope for this
study.

The Bayesian learning uses a Markov-Chain Monte Carlo
based methodology, where we set 1 000 000 burn-in steps
to guarantee MCMC convergence for pairwise features of

variables in this cardinality range, followed by 5 000 000
actual sampling steps to approximate the most fitting directed
acyclic graph (DAG) model for the data. Confidence of the
estimates were estimated using multiple runs and we also
performed systematic sensitivity analysis for changes in the
variable set. Because the sample-size was low (n=629), we
performed a sweep for various parameters of the BMLA tool.

We tested two parameter priors: the Cooper-Herskovits (CH)
[5] and the Bayesian-Dirichlet equivalent uniform (BDeu) [10]
[11]. And we also evaluated the effects of the virtual sample
size, and the maximum number of parents per node.

To better grasp the effect of the number of genotipic vari-
ables, we conducted our measurements with various number of
included SNPs, namely the original 274, the 12 with significant
effect, and the 2 most significant SNPs.

The categorical interactions can be measured multiple ways.
The first one is based on the probability of a direct edge
between any of the variables of the category and the external
variables, the second one is based on Markov Blanket Mem-
bership (MBM, see Fig. 3). In the present study we wanted
to analyse the directness of rumination, thus the calculations
were performed with the first option.

D. Visualisation

The output files from the BMLA were post-processed with
a python script, then based on this the styling and visualization
was done in Cytoscape v3.9.0. [12]. The post-processing
included the separate labeling of edges between variable-
variable level nodes and variable-category level nodes, the
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Fig. 2. The results of the BMLA including every SNP (for the purpose of visualisation, a limit of 0.1 for the posterior probability was introduced for edges
and zero-degree nodes were hidden). The number of variables may make the interpretation of the figure challenging, but based on the hierarchic layout, one

could easily determine SNP groups by relation with the main categories.

labeling of variable/category level nodes and the introduction
of optional posterior limits for edge visibility.

III. RESULTS

A multi-target BMLA was conducted with the 274 SNPs
of the CTNNA2 gene, remaining after the GWAS step. The
phenotpic variables were grouped based on broader categories,
the sex, age and BMI variables, alongside the genotypic
variables were set as exogenic variables. We ran calculations
to determine the pleiotropic effects of the genetic variables and
understand the directness of the variables. Because the BMLA
method can be sensitive to parameter count, we iteratively
reduced the number of genetic variables, leaving only the most
significant ones, while performing a parameter sweep for every
batch.

The results of the first batch, incorporating all the SNP
variables (Fig. 2) shows that most of the SNPs have plausible
relations (84 edges with posterior probability larger than 0.1,
with the average of 0.47) to the BSI category, while the
relation with the individual variables is not as pronounced, it is
overshadowed by the stronger relations between the phenotipic

variables. The Framingham and Rumination groups also have
numerous connections. This batch shows that the method can
detect the weak posteriors of the SNP related edges, but is not
suitable for observations, because the limiting effects of the
large variable pool on the BMLA method.

The second batch, containing only the 12 most relevant
SNPs (according to the GWAS based selection step) can be
seen on figure 4. Here we can see the two most relevant SNPs,
rs17019243 and rs12615043, moderately standing out; these
are propagated to the next batch.

After having all the SNPs sets defined we performed a
parameter sweep, the results for the two most significant SNPs
can be seen on figure 1.

IV. DiscussION

We used GWAS related methods to reduce the number of
variables in our multi-target study, where hierarchical data
analysis was performed with BMLA.

Our study has some limitations, namely, the number of
participants in the ’Budakalasz Health Examination Survey’
dataset was low, thus the actual number of given rare poly-
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Fig. 3. Markov Blanket Membership: Node A’s Markov blanket contains
every direct parent of A, every child of A, and every child’s parent. A posterior
MBM probability is the probability that a node is contained inside the Markov
blanket. [7]

s RRS / P

Fig. 4. The results of the BMLA including the top 12 most significant
SNPs from the GWAS step. The two most significant SNPs (rs17019243 and
rs12615043) can be seen on the bottom.

morphisms related to the CTNNA?2 gene, was in the 10 to 100
magnitude, which is in fact the lower effective boundary of the
BMLA method.

In the future this tool-set will be extended with an inter-
active visualisation tool which will aid exploratory analysis
by providing ways to dynamically show associations across
different levels in the hierarchy.
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Abstract—Cyber-physical systems (CPS) can be found every-
where: smart homes, autonomous vehicles, aircrafts, healthcare,
agriculture, and industrial production lines. CPSs are often
critical, as system failure can cause serious damage to property
and human lives.

Today’s cyber-physical systems are extremely complex, het-
erogeneous systems, so rigorous engineering approaches are
needed both at design and runtime. On one hand, model-
based techniques support the efficient system design, and on
the other hand, fault-tolerant middleware and communication
technologies support the reliable operation of critical CPS.
However, modeling dependability-related system aspects is far
from trivial. In this paper, our goal is to show a methodology
that introduces design patterns for dependability modeling in the
Gamma modeling framework to take a step towards the efficient
design of dependable CPSs.

Index Terms—model-based development, cyber-physical sys-
tem, CPS, formal analysis, dependability

I. INTRODUCTION AND BACKGROUND

Cyber-physical systems (CPS) are complex, heterogeneous
systems that contain a wide variety of devices, from sen-
sor networks through edge devices to cloud-based services.
CPSs often provide critical services, where the correct and
reliable operation is crucial. Model-based techniques support
not only the design of critical CPSs, but also formal veri-
fication techniques can be applied to system models to find
design flaws and stochastic analysis techniques ensure that
the system meets the extra-functional requirements. Ensuring
dependable operation necessitates the application of fault-
tolerant design/architecture patterns. However, model-based
tools do not provide support to efficiently design complex
dependability-related design solutions, where the services and
also allocation is properly modeled.

In this paper, our goal is to make a step towards the design
of dependable CPSs by proposing an approach that provides
design support for engineers. Our proposed approach is model-
driven and relies on an open-source design tool, the Gamma
framework. Our long-term goal is to transform Gamma func-
tional architecture models to system models enriched with the
chosen design patterns of the services. In addition, our goal
is to operate the services by using technologies with built-in

This work was partially funded by the EC and NKFIH through the
Arrowhead Tools project (EU grant No. 826452, NKFIH grant 2019-2.1.3-
NEMZ ECSEL-2019-00003).
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dependability mechanisms. In the following, the background
of our work is summarized.

A. Dependability

Dependability is the ability of a system to avoid service
failures that are more frequent and more severe than is
acceptable [10].

Our approach focuses on the following aspects of depend-
ability:

« availability: readiness for correct service.

« reliability: continuity of correct service.

« safety: absence of catastrophic consequences on the

user(s) and the environment.

One of the means to ensure the dependability of the system
is fault tolerance, which is the ability of the system to
avoid service failures in the presence of faults. Our approach
applies the following fault tolerance techniques to ensure the
dependability of the system:

« error detection: identification of the presence of an error.
o fault masking: systematic usage of compensation to
conceal a possibly progressive failure.

B. Model-driven Development

Model-driven development is a system design approach
where the main product of development is the models that
describe the system. These models contain valuable infor-
mation about our system. Using the designed models, we
can derive additional models and generate software source
code/configurations. By using properly certified code gener-
ators, we can ensure the quality of the generated code, thus
avoiding errors from human coding, and ensuring the quality
of critical systems. We can also derive analysis models from
the engineering models.

C. Formal Verification and Dependability Analysis

In our approach, we rely on models as the main artifact of
the development. From the developed models we can derive
formal/analysis models and run qualitative analysis to find
causes of potential hazards and the effects of faults, and
quantitative analysis to calculate reliability and availability of
the system. Formal verification is a technique to exhaustively
examine the behaviour of the systems and prove the error-
free behaviour. Dependability analysis is based on stochastic
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models of the system: traditional engineering models have to
be enriched with fault-related probabilities and environmental
assumptions and stochastic analysis is used to ensure depend-
ability measures of the design of the system under the given
environmental conditions.

D. Gamma Statechart Composition Framework

Gamma is a statechart composition framework [1] designed
to model and verify component-based reactive systems and
generate code from the models. The tool supports the hierar-
chical composition of the statecharts, which enables engineers
to focus on subcomponents of the complex systems. The
framework raises a new modeling layer over engineering state
machines to describe communication between components,
making it suitable for modeling complex, hierarchical systems.
The tool allows the user to formally verify the models using
UPPAAL [2] and Theta [11]. Finally, source code can be
generated from the models.

E. Related Work

Various approaches exist in the literature to design depend-
able systems. The most commonly used architecture design
techniques in practice are manual construction of models and
using automatic techniques to synthesize full systems from
components. During the manual construction, the engineer has
to build everything from the ground up using well-defined
modeling languages like SysML [5], but has the freedom
to use any components, technologies and algorithms, at the
cost of having to implement them. Automated techniques on
the other hand like ArcheOpterix [7], can provide optimized
architecture, but at the cost of only building it from a set of
predefined set of elements.

In [6] a UML profile is defined to aid the dependability
analysis of real-time systems. The DAMRTS (Dependability
Analysis Models for Real-Time Systems) profile supports the
modelling of the probabilistic aspects of systems defines a
transformation of UML models to probabilistic timed au-
tomata.

A more comprehensive summary of the tools and algorithms
can be found in [12].

II. OVERVIEW OF THE APPROACH

This section details our approach for the dependable design
of component-based systems. We identified the following steps
that should be supported by the Gamma tool and the planned
transformations.

1) Functional architecture: The engineer designs the
functions/services of the system using the Gamma Stat-
echart Composition Framework. In this step, the focus
is on the intended functions/functionalities. The output
of this step is the function definitions as statecharts and
the functional architecture.

Environment modeling: In the second step, the engi-
neer enriches the model with the environment informa-
tion. The environment is described by stochastic events
or in the case of a complex environment, stochastic

2)

behaviour models provide the inputs (and faults) for
the functional model. The environment can include
various inputs from the world outside of the system,
possible failure causes for both hardware and software
components. E.g. hardware failures can be caused by
overheating from a heatsource outside of the system.
FMEDA: In the third step, using the functional model
and the environment model the engineer manually per-
forms the Failure modes, effects, and diagnostic analysis
(FMEDA) to determine the error propagation and com-
pute the effects. The output of the analysis shows which
components of the system require fault-tolerant patterns
to meet the extra-functional requirements.

Applying dependabilty design patterns: In the fourth
step, the engineer can apply design patterns based on the
output of the FMEDA. Our goal is to support this step:
we plan to provide a library of fault-tolerant patterns
and corresponding transformations. At first, according
to the FMEDA, the engineers have to choose the design
pattern to be applied on the (critical) functions. The tool
will transform the model and apply the design pattern.
In addition, when the design pattern has to be fine-
tuned for the domain, the engineer can modify the result
accordingly by modifying/redefining the logic itself. Our
idea is not only to transform the model, but also to
define the constraints for deployment as annotations on
the model. Engineers can also configure the deployment
by changing the annotations.

Verification and extra-functional analysis: In the fifth
step, the verification and analysis can be performed.
Formal verification can be applied in two phases: at
first, the functional architecture model has to be verified
for providing the intended functionalities. Then, the
dependable functionalities and error propagation in the
system can also be verified by the advanced techniques
provided by Gamma. The dependability model of the
system containing the environmental and fault informa-
tion is analyzed by the stochastic analysis algorithms
in the stochastic Gamma [9]. When deployment is also
provided, the whole system can be evaluated from the
dependability point of view.

3)

4)

5)

After the final step if the results of the analysis is not
acceptable the process can be repeated from Step 4. or a total
redesign of the system is needed.

III. DESIGH PATTERN LIBRARY FOR DEPENDABILITY

During the design of the system, architectural design pat-
terns can be used to ensure the dependability of the system.
The following design patterns were chosen to apply the fault
tolerant techniques and aspects presented in Section I-A.

Our plan is to provide a library supporting some of the well-
known design patterns for error detection and fault-tolerant
behaviour [4]. In order to reach the target dependability
measures, the applied design patterns must also follow de-
ployment constraints such as that variants must be deployed on
separate devices with similar capabilities. In addition, different
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technologies can be used to increase the fault tolerance of
the system, but those can add additional constraints during
the system design (e.g. Kubernetes [3] works with distributed
systems, thus only asynchronous components can be used in
the system).

In the following, each pattern is presented on an example
seen in Fig. 1. The engineer designs a part of the system
which contains three components connected to each other. The
FMEDA analysis shows that the component in the middle
(Component_2) is a single-point-of-failure, so the engineer
decides to use a pattern to increase the fault tolerance of the

system.
Component_1 Component_2 Component_3

Fig. 1. Setup for the examples.

The fault-tolerant patterns provided by the library are the
following:

Category
Error detection

Fault-tolerant pattern
Two-channel  architecture
with comparison
Two-channel  architecture
with safety checking
N-modular redundancy
N-version programming
Recovery blocks

Error detection

Fault tolerance (HW)
Fault tolerance (SW)
Fault tolerance (SW)

A. Error Detection Patterns

1) Two-channel Architecture with Comparison: The two
channels work on shared input, with comparison of the out-
puts. This pattern provides high error detection coverage, but
can have increased detection latency.

« Parameters: Tolerance for accepting outputs as equal.

o Constraints: The channels must be deployed separately
to avoid common mode faults of the hardware compo-
nents, which could cause the faulty behaviour of both
channels.

In this example the engineer annotates Component_2 with
Two-channel Architecture with Comparison (2CC) from the
library as seen in Fig. 2. After the annotation, model transfor-
mation generates the components defined in the pattern. The
2CC pattern defines a second channel of the annotated soft-
ware component, a DataMultiplier to share the data between
the channels and a Comparator to compare the data from the
channels and raise an error signal if the output is outside the
acceptance range.

2) Two-channel Architecture with Safety Checking: This
pattern provides an independent channel for safety checking.

« Parameters: Explicit safety rules.

« Constraints: -

In this example the engineer annotates Component_2 with
Two-channel Architecture with Safety Checking (2CS) from the
library as seen in Fig. 3. After the annotation, model transfor-
mation generates the components defined in the pattern. The

B ace 2 ot
Component_1 Component 2 Component_3

o 7] componentzt [ ot
Data . -
7 - -
[ component 2.2 [}
Fig. 2. Model transformation for Two-channel Architecture with Comparison.

2CS pattern defines a safety channel to the annotated software
component, a DataMultiplier to share the data between the
channels and a Safety Checker to check the data from the
channels and raise an error signal if the output is outside
the acceptance rules. The generated safety channel is only a
skeleton, the safety engineer must implement the logic of the
channel according to the parameters.

Fig. 3. Model transformation for Two-channel Architecture with Safety
Checking.

B. Fault tolerance Patterns for Permanent Hardware Failure

1) N-modular Redundancy: This pattern provides fault tol-
erance by masking the failure with majority voting.

o Parameters: Number of modules.
o Constraints: The modules must be deployed separately
to avoid common mode faults.

In this example the engineer annotates Component_2 with
N- Modular Redundancy (NMR) from the library similarly as
seen in Fig. 4. After the annotation, model transformation
generates the components defined in the pattern. The NMR
pattern defines the replication of the annotated component N
times (where N is the parameter given by the engineer), a
DataMultiplier to share the data between the replicas and a
Voter to collect the data from the replicas and decide the output
with majority vote. The logic of the generated Voter can be
modified to achieve more complex fault tolerance.

C. Fault tolerance Patterns for Software Failure

1) N-version Programming: This pattern provides active
redundancy by using multiple software modules with diverse
implementations, algoritms and programming languages.

o Parameters: Number of variants, explicit acceptance

rules.

o Constraints: The modules must be deployed separately

to avoid common mode faults.
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Fig. 4. Model transformation for N-Modular Redundancy.

In this example, the engineer annotates SW_Component_2
with N-Version Programming (NVP) from the library as seen
in Fig. 5. After the annotation, model transformation generates
the components defined in the pattern. The NVP pattern
defines the replication of the annotated software component
N times (where N is the parameter given by the engineer), a
DataMultiplier to share the data between the replicas and a
Voter to collect the data from the replicas and decide the output
with majority vote and to provide error signal if the output is
outside the acceptance range. The logic of the generated Voter
can be modified to achieve more complex fault tolerance.

o s e 2 o
SW_Component_t SW_Component_2 SW_Component_3

o

Fig. 5. Model transformation for N-Version Programming.

2) Recovery Blocks: This pattern provides passive redun-
dancy with multiple software modules and acceptance check-
ing. The next module is executed only if the previous fails on
the acceptance check.

« Parameters: Number of modules, explicit acceptance

rules.

« Constraints: -

In this example, the engineer annotates SW_Component_2
with Recovery Blocks (RB) from the library as seen in Fig.
6. After the annotation, model transformation generates the
components defined in the pattern. The RB pattern defines
the replication of the annotated software component N times
and Checker N times (where N is the parameter given by
the engineer) in a chain, a DataMultiplier to share the data
between the replicas. If the output of a replica is outside the
acceptance range the next replica is executed, if there are no
more replicas an error signal is sent.

IV. CONCLUSION

In this paper, we presented a design approach to design
dependable CPSs and we defined a library of dependability-

B P .
SW_Component_1 EP_[b SW_component_2 EP_[b SW_Component_3

J

D
ata

Multiplier

SW_Component_3

Fig. 6. Model transformation for Recovery Blocks.

related design patterns to aid the design process. In the future,
we plan to implement the approach and evaluate on industrial
case studies. In addition, the formerly introduced deployment
modeling approach [8] will also be integrated.

REFERENCES

[1]1 V. Molnar, B. Graics, A. Voros, I. Majzik, and D. Varré, “The Gamma
Statechart Composition Framework: design, verification and code gen-
eration for component-based reactive systems,” in Proceedings of the
40th International Conference on Software Engineering: Companion
Proceeedings, 2018, pp. 113-116. doi: 10.1145/3183440.3183489.
Johan Bengtsson, Kim G. Larsen, Fredrik Larsson and Paul Pettersson,
Wang Yi, “UPPAAL — a Tool Suite for Automatic Verification of Real—
Time Systems”. 1995.

[3] The Kubernetes Authors, “Kubernetes”.https://kubernetes.io.

Istvan Majzik. “IT System Design — Safety-critical Systems”. Budapest
University of Technology and Economics, Department of Measurement
and Information Systems. 2020.

Object Management Group. “OMG Systems Modeling Language (OMG
SysML)”. Available at: http://www.omg.org/spec/SysML/.

Nawal Addouche, Christian Antoine, Jacky Montmain. “UML Models
for Dependability Analysis of Real-Time Systems”. SMC04, IEEE
International Conference on Systems, Man and Cybernetics, 2004, La
Hague, Netherlands. ffhal-00354034f

Aldeida Aleti, Stefan Bjornander, Lars Grunske, Indika Meedeniya.
(2009). “ArcheOpterix: An extendable tool for architecture optimization
of AADL models”. Proceedings of the 2009 ICSE Workshop on Model-
Based Methodologies for Pervasive and Embedded Software, MOMPES
2009. 61-71. 10.1109/MOMPES.2009.5069138.

Richdard Szabd, Andrdas Voros. “Towards formally analyzed Cyber-
Physical Systems”. 17th European Dependable Computing Conference
(EDCC 2021).

Simon Jézsef Nagy, Bence Graics, Kristof Marussy & Andrds Voros.
“Simulation-based Safety Assessment of High-level Reliability Models”.
4th Workshop On Models For Formal Analysis Of Real Systems. (2020)
Algirdas Avizienis, Jean-Claude Laprie, Brian Randell & Carl Landwehr.
“Basic concepts and taxonomy of dependable and secure computing”.
IEEE Transactions On Dependable And Secure Computing. 1, 11-33
(2004)

Tamds Toth, Akos Hajdu, Andrds Voros, Zoltin Micskei & Istvan
Majzik. “Theta: a Framework for Abstraction Refinement-Based Model
Checking”. Proceedings Of The 17th Conference On Formal Methods
In Computer-Aided Design. pp. 176-179 (2017)

Bernardi, Simona and Merseguer, José and Petriu, Dorina C. “De-
pendability Modeling and Analysis of Software Systems Specified with
UML” ACM Comput. Surv. Volume 45. Issue 1 November 2012 Article
No.: 2pp 1-48

[2]

[5]
[6]

[7]

[8]

[9]

[10]

[11]

[12]

20



Design of an Audio Frequency Range Distributed
Data Acquisition System Prototype

Andris Wiesner
Department of Measurement and Information Systems
Budapest University of Technology and Economics
Budapest, Hungary
awiesner@edu.bme.hu

Abstract—Use of packet-based real-time audio and video
transmission gets more and more common nowadays. These
systems consist of precisely synchronized distributed nodes, the
synchronization is usually done using the IEEE 1588 Precision
Time Protocol. For example, the well-known Dante system also
utilizes PTP as the synchronization solution, and Audio Video
Bridging (IEEE 802.1BA-2011) as well. In this paper I intro-
duce a prototype system designed for hardware-level sampling
synchronization based on the STM32H743 480MHz Cortex-M7
microcontroller with the aim of describing the synchronization
algorithm. A custom extension board has been also made tailored
to the NUCLEO development board featuring the MCU to
provide us with the required analog and the synchronized 12S-
interface This board gives a place for the TLV320AIC23BPW
stereo CODEC performing A/D and D/A conversions. This system
is designed for audio-frequency range — that’s why I use audio
a CODEC instead of discrete A/D and D/A converters.

Index Terms—IEEE1588 PTP, Audio Video Bridging, Net-
worked embedded systems, Clock synchronization, Synchronized
sampling, Performance evaluation

I. INTRODUCTION

Nowadays demand on synchronized sampling in networked,
distributed systems on distant nodes is getting higher and
higher. Not only does professional equipment provide means
of precise synchronization but lower-tier gears of broader
range featuring such methods are more frequent as well.
Precise time and clock synchronization, essential for such
applications, may be done using several methods, but es-
pecially in networked system synchronization using IEEE
1588 Precision Time Protocol [1] (PTP) is quite handy: no
need for extra wiring and extra network and also network
equipment supporting PTP-message processing is getting more
common. In professional audio processing and transmission,
a tendency of digital tools and methods overtaking the analog
ones is visible, this is especially true in the case of video
transmission. Systems capable of such are the Audio Video
Bridging systems, which could not operate without a seamless
precise time and clock synchronization. The first Audio Video
Bridging (AVB) systems were designed for professional use
but nowadays we can notice the increasing usage by non-
professionals too. For now Ethernet standards including spe-
cific PTP profiles have been established particularly for use
in Ethernet-based AVB [2] systems, for example, the IEEE
802.1as [3] standard defining synchronization methods for use
in Audio Video Bridging.

DOI10.3311/MINISY2022-006

In this paper, I introduce the prototype I have designed
using the STM32H743 [4] MCU, and I am going to mainly
focus on the hardware level sampling synchronization. In the
end I prove the system sampling accuracy through numerous
measurements.

II. SPECIFICATION

A. General Considerations for Distributed, Synchronized Data
Collector Systems’ Endpoints

I’ve found the following points the most important a syn-
chronized endpoint should satisfy:

o The system should be capable of clock synchronization.
Considering Ethernet-based data collector systems in
most cases it is carried out using IEEE 1588 Precision
Time Protocol.

o The system should feature hardware-level sampling syn-
chronization. This is mostly done utilizing some sort of
precise clock divider circuitry which allows tuning during
operation.

o It should provide the users of a simple way of attaching
to an already operating network, without causing any
interruption.

o The system should be equipped with some kind of analog
inputs and/or outputs where analog signals can enter or
leave the device. Devices working in the audio frequency
range mostly feature audio CODECs for managing A/D
and D/A conversions, designed particularly for such ap-
plications.

B. Specification of the Prototype System

The prototype system has the following main aspects:

The system is based on the STMicroelectronics’
STM32H743ZI1 (4] 480MHz ARM Cortex-M7
microcontroller. This device has an integrated Ethernet
MAC supporting PTP hardware timestamping and it features
multiple T2S-interfaces interconnecting the MCU and the
CODEC. A NUCLEO-H743 [5] development board is used
as base hardware environment. The MCU on the board is
clocked from a crystal oscillator I’ve installed on the board
after I had found the board controller’s clock output was
unstable.

The CODEC by type is the TLV320AIC23BPW [6], man-
ufactured by Texas Instruments. It features a stereo input and
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output — respectively one stereo A/D and one stereo D/A con-
verter — up to 96kHz data rate and 32-bit precision. Additional
features include a microphone preamplifier and biasing circuit
and a headphone amplifier to drive low impedance loads.

IEEE 1588 PTP is utilized for clock synchronization over
Ethernet, and the CODEC clock signals are synchronized to
the PTP-synchronized hardware clock. For the software stack,
flexPTP [7] is used. CODEC clock is generated using one of
the microcontroller’s built-in PLLs.

The system’s software architecture is built upon FreeRTOS
and IwIP. The vendor-given network drivers have been modi-
fied to support PTP-timestamping.

The system features an automatic network discovery service
helping the procedure of opening connection onto the device.
Samples are transferred over Ethernet in streams of UDP
packets using a non-standard, custom data structure.

An extension board has been designed to make it possible
to connect the CODEC with the NUCLEO development board
and to give place for the signal level analog circuitry. The
board offers two exclusive inputs and two outputs: a mic and
a line-level input and a line level and a low-impedance output
for headphones. According to measurements design intents for
noise coupling reductions were successful, the input circuitry
only displays a noise approximately with 0.4mV standard
deviation. The extension board analog circuitry

J& LINE OUT

TLV320AIC23BPW extension board

for NUCLEO devboards

Fig. 1: Extension board top view

In the following, I'm going to focus on sampling syn-
chronization, but I also describe the details mandatory for
understanding sampling synchronization.

C. Time Synchronization Using IEEE 1588 Precision Time
Protocol

The IEEE 1588 Precision Time Protocol (PTP) is a stan-
dard method of precise clock synchronization over Ether-
net networks. PTP-networks consists of at least one master
clock featuring some kind of an accurate time base, and

of many slave-clock usually having less accurate timebases.
The synchronization itself is done by running controller or
servo algorithms receiving the momentarily time error in every
synchronization cycle.

Hardware clocks (e.g. PTP clocks) often feature an nPPS
(n Pulse-per-Second), most often a 1PPS signal output, which
is a square wave signal of n Hz having a distinguished edge
synchronized in phase to the hardware clock. (For example
rising edges in this signal are tied to seconds rollover.)
The nPPS signal along providing inter-device synchronization
verification means, also enable external devices to synchronize
to the hardware clock.

The software implementation I use for PTP synchronization
is the flexPTP [7] ported to the current microcontroller. Clock
increment is 5ns, tuning precision is 0.2328ppb. For tuning
the frequency I use a simple PD controller.

D. 125-Protocol

The Inter Integrated Sound bus is a synchronous serial audio
stream transmission bus designed by Phillips Semiconductors
in 1986 [8]. The transmission is always point-to-point, usually
with one master and one slave device. The transmission unit is
a frame, containing 16-32-bit (per channel) full stereo samples.

Strictly the protocol defined three signals:

o a Serial Clock (SCK), clocking the transmission,

o a Word Select (WS) or Frame Select (FS), that selects the
channel for being transferred and initiates transmission,

e a Serial Data (SD), through which the actual sample data
gets transcieved.

The transmission is unidirectional, to achieve full-duplex
transmission, two synchronous I2S-buses should be joined.

E. Master Clock Generation

Although, the signals mentioned above are sufficient for
managing I2S-transmissions but usually the CODEC needs
a higher frequency Master Clock (MCLK) as well to drive
the converters. The I125-signals SCK and FS derive from the
MCLK generated on the master device, that’s why they are
synchronous to MCLK.

The MCLK is being generated using one of the MCU’s
built-in PLLs. In the system, the CODEC is configured to work
with 16-bit samples using f; = 48kHz sampling rate. Accord-
ing to the CODEC’s datasheet, the MCLK frequency matching
these settings is 12.288MHz. This frequency is generated by
subsequent divisions of a higher (98.304MHz') frequency
signal generated by a PLL using the crystal oscillator as
input source. The PLL offers a non-integer, fractional feedback
divider which allows sufficiently precise output frequency
tuning. However, it is significantly worse than frequency
divider found in the PTP hardware clock; therefore, it is a
future research direction how this part of the system can be
improved.
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Sampling synchronization is achieved by synchronizing the
sampling clock to the PTP master clock through the I%S to
local PTP slave clock to remote PTP master clock cascade
control path depicted on fig. 2.

Control methods utilize tuneable frequency generating el-
ements in both loops, a precision frequency divider in the
PTP-loop and a PLL in the IS loop. Phase synchronization
is performed through frequency tuning which avoids breaking
time monotonicity. At startup, I2S-synchronization starts only
after the PTP clock has settled.

PTP time error is calculated using the PTP’s error cal-
culation algorithm, in software (based on preciose hardware
timestamps), I2S time error is calculated using an advanced
algorithm described in the next chapter.

G. Algorithm of the Frame Select Signal (FS) Synchronization

MCLK can not be directly synchronized to the PTP-
controlled hardware clock. We achieve MCLK synchronization
by synchronizing the FS signal to the 1PPS signal. According
to the previous section, FS is synchronous to MCLK and vice
versa, that’s why synchronizing FS also synchronizes MCLK.

Time error between FS and the 1PPS edges can not be
determined directly due to the difference in the frequencies
of the signals. FS has a frequency equal to the sampling rate
(48kHz), 1PPS’s frequency is 1Hz.

The novel idea I introduced and applied here is the follow-
ing: synchronize every Nth edge of the FS signal to the edges
of a virtual, mathematically created reference k-PPS signal. N
should be chosen so that k = fﬁ is an integer. In other words:
a one second long portion of the FS signal should be exactly
split up into k pieces of N periods long portions.

I'This frequency is 8 times greater than specified MCLK frequency. This is
the recommended frequency for driving T2S-related hardware blocks, which
manage further clock divisions.

n-1 n

Word Select
WS/FS

[m+1]

« [m]

T
T
T

Fig. 3: FS signal synchronization using virtual k-PPS signal

Using MCU’s special hardware features we can obtain
timestamp to every N-edge of the FS signal. Taking advantage
of k and IV are integer as well, synchronization can be done
only considering timestamps’ sub-second fields. The reference
k-PPS signal mth timestamp — not considering the seconds
part — is mathematically calculated as follows:

% , m e [0..(k — 1)|N]. )
~~

tipps

Thick[m] = m -

For every FS timestamp Tgs we can always find a the closest
k-PPS edge:

1
Melosest = round(ﬁ) = round(Tgs - k). )

Combining the previous equations time error (At) to this
closest edge is as follows:
round(Tgs - k
At = Ty — 20U dTEs - k) 3)

k
N— ———

Mlosest* 7
Running an adequate servo algorithm tuning the PLL which
produces MCLK, it can eliminate time error and synchronize
FS to the PTP hardware clock.
In the system, I use a simple PD-controller for this purpose
as well.

III. PERFORMANCE EVALUATION
A. Kinds of measurements

I carried out two types of measurements:

o I made long term measurements on PTP synchronization
quality by logging time error printed on the node’s
software console. According to the physical signal time
interval measurements, time error values reported by
the software are accurate. This paper does not focus
on PTP subsystem evaluation, but having a stable time
synchronization is mandatory for synchronized sampling.

« [ also made a long-term measurement on synchronization
quality. I’ve been logging the FS signal edge-to virtual k-
PPS signal edge time errors.
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Fig. 4: Long term PTP stability measurement

B. Test equipment

For the PTP master clock, I used an Intel 82576 PTP-
compliant network interface card controlled by the linuxptp
software stack. The less accurate timebase installed on the NIC
compared to a grandmaster clock’s does not effect sampling
synchronization.

For generating the triangle wave test signal I used a HP
3314A function generator.

Tests were done using two nodes featuring the same hard-
ware and software. Collected data have been transferred to a
PC and have been plotted using Matlab.

C. Results

The result of the long-term PTP-measurement are shown in
fig. 4, results of the long-term FS time error measurement are
displayed in fig. 5. At the beginning of the FS measurement
plot, a random frequency noise of the crystal oscillator can
be observed likely due to some thermal biasing. Error values
shown on the fig. 5 only displays FS-to-1PPS error, error
values do not have the PTP-error added, there’s no significant
mathematical correlation between PTP error and FS-to-1PPS
error. (PTP errors also can not be determined in every FS
synchronization cycle.)

Fig. 6 is a close-up on a single sample point from a
triangle wave near zero crossing. Horizontal offset is due to
synchronization time error, vertical due to analog circuitry
inaccuracies.

IV. CONCLUSION, SUMMARY

According to the measurements, the system is capable of
precise sampling in the range of audio frequencies. Maximum
synchronization error between two separate nodes, taking
one node’s maximal FS time error as 2us, is approximately
4ps. This level of synchronization is far sufficient for audio
frequency range sampling. I made measurements with FS
synchronization turned off, the magnitudes of varying phase
error, originating from the crystal’s inaccuracies were clearly
bigger.
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Fig. 5: Long term FS time error measurement
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Fig. 6: Close up on a single sample point from a triangle wave
measured by two nodes

Although this papers’ aim was mainly not to evaluate PTP
synchronization stability, the PTP clock also performed well.
The time error inferred from the PTP time error is smaller with
an order of magnitude than the FS signal synchronization time
error.
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Abstract—Different arguments were being presented in the last
decade about CubeSats and their applications. Some of them
address wireless communication (5G and 6G technologies) trying
to achieve better characteristics as coverage and connectivity.

Some arrived with terms as IoST (Internet of Space Things),
Internet of Satellites (IoSat), DSS (Distributed Space Systems),
and FSS (Federated Satellite Systems).

All of them aim to use Small/NanoSatellites as constella-
tions/swarms is to provide specific services, share unused re-
sources, and evolve the concept of satellites-as-a-service (SaS).

This paper aims to emophasize performance attributes of
such cyber-physical systems, model their inherent operational
constraints and at the very end, evaluate the quality of service
in terms of figures of merit for the entering/leaving of new
heterogeneous constituent systems, a.k.a satellites, to the con-
stellation. This “whitepaper”-styled work focuses on presenting
the definitions of this heterogeneous constellation problem, aims
at its main capabilities and constraints, and proposes modeling
approaches for this system representation and evaluation.

Index Terms—cubesats, constellation, cyber-physical systems,
IoSat, IoST, DSS, FSS

I. INTRODUCTION

As the space became more and more accessible, new
ways of thinking about the space services have also become
more feasible. Issues, like flight formation, constellations, and
swarms of satellites were always desirable for the leading
space agencies and enterprises. GNSS [1], Sentinel [2], and
Iridium [3] are examples of well-established satellites con-
stellation systems, using the coordination between specific
purpose developed spacecrafts for global positioning, earth
observation and IoT communication, respectively.

The rapid electronics advances, increase of processing capa-
bilities, and low power consumption changed this discussion
completely. Since the introduction of the CubeSat standard
[4], many works aim the exploration and development of
new capabilities for these small satellites [5]. Additionally,
the decreased size of these platforms also reduced the launch
costs [6], [7]. Now, it is possible to, literally, launch hundreds
of less than 5kg satellites, each one with entirely different
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payloads, characteristics, owners, and purposes [8]. All these
points lead us towards a new era of re-thinking the idea of
satellite constellation systems and their applications.

This work aims to evaluate the primary constraints, prob-
lems, and capabilities of such new ideas of using CubeSats
in the context of decentralized ownership of heterogeneous
satellites cooperating to achieve a common goal, what we can
call a Federated CubeSat System.

II. CONCEPTS

Distributed Satellite Systems, DSS, are defined as space
systems that allocate functionality through multiple constituent
systems to achieve a common goal [9]. These constituent
systems are generally different spacecrafts with [10]: (a) same
capabilities (constellations and swarms) or; (b) fragmented
functionalities, each satellite performs a different activity to
achieve the main goal or; (c) decentralized ownership, a
federated satellite system (FSS), where different organizations
contribute with new satellites and infrastructure.

More specific about the FSS, this kind of system-of-systems
establishes the active sharing of unused resources of the mul-
tiple constituent systems offered for exploitation in different
ways. Shared resources from hosted payloads can service time,
processing power, and data rate. Different integration concepts
include Internet of Satellites, IoSat, and Internet of Space
Things, IoST. They focus on communication and connectivity,
relying on the involvement of the spacecrafts on what is called
Inter-Satellite Networks, ISN, and Inter-satellite Links, ISL
[11].

Key enabling technologies [10], like: (i) dynamic resource
allocation and balancing; (ii) power-efficient software-defined
radios; (iii) satellite negotiator; (iv) software-defined satellite;
(v) virtual space missions, should also be taken into consider-
ation to make these kinds of systems possible.

Once the FSS has implemented the satellite services, its
generated payload data can become commodities from the
user’s point of view, the satellite-as-a-service (SaS). Here, we
use the concept of FSS not only for spacecrafts, but we intend
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to expand the idea to the whole space system (space, ground,
and user segments).

III. PROBLEMS, REQUIREMENTS & CONSTRAINTS

The major problem in dealing with FSS is its lack of homo-
geneity [10]. Managing heterogeneity requires some common
rules. Starting with a Systems Engineering approach, we
must define such a system’s primary needs, goals, objectives,
and constraints. The goal is to develop measures that will
drive each constituent system’s impact, with their particular
capabilities.

Let us use as an example the Brazilian Environmental
Data Collection System, BEDCS, [12] and its exploitation as
GOLDS - Global Open coLlecting Data System [13]. The
BEDCS and GODLS serve identical overall needs, goals, and
objectives, get the data from the Data Collection Platforms
(DCP) spread around a specific territory, and send it to the
Ground Stations. However, they differ in constraints due to
the capabilities of their constituent systems (Figure 1).

For the BEDCS, we have the SCD and CBERS family
satellites. These satellites differ in form, design, mission, and
primary objective. The CBERS main goal is Earth Obser-
vation, and the Data Collection is secondary. Nevertheless,
they share the Ground Stations and the hosted payload, which
requires simultaneous access/contact with DCP and Ground
Station.

The GOLDS, on the other hand, intends to use a new
generation of CubeSats from CONASAT and CATARINA
constellations beside the SCD and CBERS satellites. Each
constellation has its particular objectives, but they will share a
common goal for the GOLDS through a new hosted payload,
the Environmental Data Collector (EDC), that enables the
GOLDS to be global and overcome the simultaneous visibility
constraint from BEDCS. Turning the data collection global, we
start to deal with new constraints, such as data storage capacity
and download rates.

BEDCS/GOLDS SCcD CBERS  CONASAT CATARINA

G
(a? A

L h £
&
s L8 §
5 & &
S & &

Fig. 1. Baseline and possible composition view of the BEDCS/GOLDS SoS
and its constituent systems.

This simple example causes minimal impact on the individ-
ual spacecrafts. And it offers services based upon availability
of the resources without modifications in the space-to-ground
links. We have different satellites cooperating built up by using
different technologies, from different organizations [14]. New
terrestrial DCPs can enter the network, increasing the demand
and the regions of interest, i.e., global. Ways to measure the
quality of the service, as FSS, must be considered, even more
with the effects of new arriving constituent systems.

A. Setting up the requirements

We can derive some requirements for the constellation from
the definition of the goals and objectives of the FSS.

Functional and extra-functional requirements should be de-
rived, but how to do it once we do not control the constituent
systems? One approach for that is the approach driven with the
unifying concept of operation, ConOps, and its requirements
[15]. The federation as a single System of Systems, SoS, has
unique characteristics and requirements that the sum of its
parts should meet. At the same time, every single participating
satellite still keeps its original primary designated mission
[16].

Back to the BEDCS/GOLDS example, we can use the
ConOps characteristics [15] to define some requirements for
the idealized FSS:

« Data Availability

— The data will be processed onboard for the EDC pay-
load satellites, and on ground for SCD and CBERS
satellites.

— The data must be available as soon as the Mission
Center validates the acquired data.

— All the data is centralized at the Mission Center,
located in Brazil.

o« Communication Architecture

— Each satellite must define its particular downlink data
rates in compliance with its ground stations.

— The access link between any satellite and the ground
stations must be enough to download all the data
from one complete orbital period.

— The access link between any satellite and one DCP
must be enough to upload all the DCP data available.

— The revisit time (time between two consecutive over-
passes on the same target) for one DCP must not be
more than 1 hour.

o Tasks, Scheduling and Control

— The use and control of the hosted payload, EDC,
must respect the BEDCS/GOLDS decisions and the
satellite resources availability.

— All the federated ground stations must be capable of
controlling the hosted payload, EDC.

o Timeline

— The BEDCS/GOLDS must have the flexibility to
receive new satellites with the hosted payload, EDC,
to its federation.

— The BEDCS/GOLDS must have the flexibility to
retire satellites from its federation to maintain the
federation quality of service.

o Fault Management

— In case of a fault on an FSS constituent system, the
Mission Center must be able to perform a reconfig-
uration on the FSS resources.

— The time for reconfiguration must not exceed one
operation planning period (operational activity when
all the operational procedures are planned for a
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specific period of time, i.e., overpasses, flight plans,
calibration, etc.).

As a System of Systems, an FSS evolves. Its behavior
can be defined in terms of its systems independence and
interoperability or, to be more specific, retrofitting, which is
the capability for systems to interoperate on-demand to meet
mission objectives as soon as a new satellite arrives/leaves the
federation [17].

B. Constraints

Even knowing the overall objectives of an FSS, some items
can remain fuzzy, again, due to the heterogeneity of the
constituent systems. How to dynamically integrate unknown
resources? Will the system correctly provide the services?
Looking at the limitations of our system is, sometimes, more
productive. The constraints of the FSS can best formulate the
boundaries of its solution space.

The requirements presented earlier can be refined into more
detailed requirements and resource constraints. Data availabil-
ity requirements create constraints on each constituent satellite
on data storage and processing. Communication Architecture
characteristics derive constraints on bandwidth and data rates
to download DCP data. Power consumption and federation
engagement time on available resources constrain satellite
control and tasks scheduling. The deployment/retirement of
new satellites requires a capability of reconfiguration and
retrofitting on the FSS. Fault management requirements also
influence the FSS configuration.

Extensibility demands the introduction of quality measures
into the set of requirements. The respective required minimal
and offered values for new constituent satellites decide their
integration. , e.g., at least 90% of all DCP coverage, minimum
of 10% engagement time for non-dedicated satellites, 2 GB
DCP data storage capacity, 2W peak power consumption,
one day revisit time, minimum 10 minutes ground station
access time per day, at least one dedicated ground station and
communication channel [13].

For example, Figure 2 shows the constraint of the
BEDCS/GOLDS satellites coverage of DCP.

n Satellite

\ Access t=k+1

Fig. 2. Coverage Constraint Problem for BEDCS.

Note that, on BEDCS satellites, the access only exists if
the satellite can ’view’ the DCP and the Ground Station
simultaneously, it is a COVERAGE constraint problem.

From now on, we will handle these constraints with the
help of the mathematical paradigm called the Constraint

Satisfaction Problem (CSP). CSP is an approach that facilitates
estimating a single solution, all solutions or the best solution
for problems with limitations or conditions, defined into a
domain set.

We can define each DCP as a region of interest (ROI) for
the satellite and has its field of view (FOV).

ROI = [ROI, ROIs,...,ROI,]
The same for the ground station(s):
GrSt = [GrSt1,GrSta, ..., GrSt,]

The Satellite has its FOV but it changes over time (orbit):

Sat = [fou(t)]

If we deal with different satellites:

Sat = [fovi(t), fova(t), ..., fov,(t)]
—_Sat=[fov(k)]
Sat\
RO, & fov(K) Grst e fov(k)

/ RO [ Grst

\ ROI # GrSt

N

ROI=[ROI,,ROL, ...,ROI ] GrSt=[GrSt,, GrSt,, ..., GrSt ]

Fig. 3. BEDCS Coverage Constraint Problem Model

Once the constraints are satisfied we have a successful
access as can be viewed at the Figure 3.

As the satellite FOV changes over time, we will have an
solution for each instant of time.

Given a time interval ¢ = [0,...,k] , the sum of these
solutions for a specific ROI will give us the COVERAGE
characteristic of the satellite for that ROI.

Moreover, if we have a constellation of n satellites, we can
derive the constellation COVERAGE for a specific ROI as the
sum of each satellite set of solutions.

As we go to the GOLDS concept and the hosted EDC
payload, the same problem of COVERAGE transforms itself
into a CSP on data storage. The covered DCP networks upload
to the satellite an amount of data associated with each ROI:

Data = [Datay, Datas, . .., Datay,)

Nevertheless, the satellite has two parameters, FOV and
available storage at that specific time, storage(t).

Sat = [(fov(t), storage(t))]

Again, if we deal with different satellites:

Sat = [(fovy(t), storagey(t)), ..., (fov,(t), storage,(t))]
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—_Sat = [ (fov(k),storage(k)) ]
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Fig. 4. Data Access as Coverage Constraint Problem Model

Once the constraints are satisfied, we have successful access,
as can be viewed in Figure 4.

As the satellite FOV changes over time, we will have a
solution for each instant of time.

Given a time interval ¢ = [0,...,k] , the sum of these
solutions for a specific ROI will give us the COVERAGE
characteristic of the satellite for that ROIL.

Moreover, if we have a constellation of n satellites, we can
derive the constellation COVERAGE for a specific ROI as the
sum of each satellite set of solutions.

At the end, the sum of sets of solution for a specific ROI
of the BEDCS and EDC satellites give us the COVERAGE of
the GOLDS for that specific ROIL

So, evaluating the actual configuration characteristics (i.e.
coverage, available satellites, ground stations, storage data,
power, revisit time) and the desired configuration to achieve
the expected quality of service is a must. This reconfiguring
capability configures an FSS emerging behavior by trans-
lating into a Constraint Optimization Problem instead of a
satisfaction-only problem optimizing service provision with
available resources.

IV. CONCLUSION

Developing a Distributed Satellite System is a challenge
task. Validating this idea using CubeSats can be game-
changing for the next years. Distributed CubeSat Systems have
not yet been demonstrated in large scale, with exception of
Planet and Spire over more than 40 proposed constellations
and Federated CubeSats concepts have not yet flight.

We propose a possible protocol/process to validate the
impacts on a heterogeneous federate CubeSat system of a new
satellite or group of satellites deployed in orbit to work in
this federation. What is the problems inherent to this kind of
system? What to expect from the evolution of this SoS? How
much can be modeled once we do not have control over the
constituent systems?

Using the BEDCS/GOLDS constellation as an example,
we could translate some of the main characteristics of such
constellation concepts. We could also start to theorize over this
complete satellite system (space, ground, and user segment) as
an idea of cooperation and sharing of resources.

Another thing is how to simulate the system. As a dynamic
system, the federated CubeSat system and its constituent satel-
lites time dependent, and the fulfillment of their constraints

will also change over time. Some tools can be used for that,
orbit simulators are well-known but some work is necessary,
e.g. NASA General Mission Analysis Tool. Mainly we focus
about the representation of the resources available at the
system.

We still have significant work to do, not only on the
modeling/model side but also on correctly picking the main
attributes of this kind of constellation to better formulate the
questions we have been asked during this whole paper.
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Abstract—This paper is an introduction to underlying
mechanisms and the current state of technologies in the field of
intrabody communication (IBC). IBC technologies utilize the
human body as a communication channel to achieve
communication between different devices that can be
positioned inside or on the surface of the body. Current
developments in the field of mobile gadgets, smartwatches and
medical devices make this field of particular interest due to
very low energy expenditure, security, and ability to protect
private data. Since there are multiple subfields in the field of
IBC technologies, this paper will focus on summarizing the
principles of work for galvanic coupling and capacitive
coupling and compare the tradeoffs of using one approach over
the other.

Keywords— body channel communication,
coupling, capacitive coupling, biomedical engineering

galvanic

I. INTRODUCTION

In the recent years there was a steady increase in the
number of sold wearables such as smartwatches and
wristbands that can track many vital functions such as heart
rate, body activity or respiration [1]. These devices usually
employ standard wireless data transmissions based on radio
frequency (RF) such as Bluetooth, Bluetooth Low Energy
and Zigbee, which even though strive for lower power
consumption, can still prove inadequate for 24-hour medical
usage [2], [3]. The IEEE 802.15.4. standard for low power
Zigbee protocol indicates the output power of 0 dBm (1 mW)
for transmission at the maximum rate of 250 kb/s which can
use up a normal lithium-ion battery in a few hours [4]. The
research on military grade equipment that would provide a
very low energy consumption for devices that are a part of
wireless body area network (WBAN) has stated that the
highest battery usage came from RF communication and that
significant savings could be made by performing data fusion
on the sensor nodes themselves and by reducing the
transmission rate [5]. Furthermore, since standard
technologies operate at higher frequencies, the range that
those devices have is usually much larger than necessary,
which wastes energy and can become a security risk for
outside intruder attacks such as eavesdropping on the highly
private information and even extracting them while
impersonating a legitimate WBAN client [4]. In 2007, a
former vice-president of the United States Dick Cheney has
requested that a wireless control compartment of his
defibrillator be removed as he feared that it might be used in
a hacking attempt to deliver a fatal electric shock directly to
his heart [6].

The concept of using human body as a conductor for
electrical current and to transmit information was first
explored by Zimmerman [7] who labeled those systems as
Personal Area Networks (PAN). PANs would be able to
unite multiple in-body and on-body devices without usage of
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excess cables and 1/0O redundancies through usage of
intrabody communication (IBC). This opens the possibilities
of developing medical devices that use IBC to perform
communication between each other. For example, an insulin
pump could be used in conjunction with a glucose level
sensor to measure the levels of glucose in a human body and
achieve a continuous transfer of the data to the insulin pump
via IBC [8] or to a wearable bracelet which can then display
the measured glucose levels to the user [9]. Furthermore, this
way of communication can be established between two
bodies that are touching, which could enable the transmission
of data between two people [10] by simply touching fingers
or shaking hands.

There are multiple methods of intrabody communication
which have been explored so far that offer a possibility of
better characteristics in terms of battery usage, safety, and
speed than standard RF communications, such as ultrasound,
magnetic resonant coupling, galvanic coupling, and
capacitive coupling [9]. Research by Galluccio et al. [11] has
shown that due to the human body composition which is
65% water, a communication using audio waves at
frequencies above 20 kHz (ultrasonic) had significant
potential, but issues such as tissue heating and cavitation
(bubbles of air within an acoustic field can expand and burst,
causing damage to biological tissues) presented that there are
still drawbacks that must be further explored. Meanwhile,
research by Koshiji et al. has proposed usage of loosely fitted
coupled coils around parts of human body that could be used
to transmit and receive magnetic energy [12]. This method
used the property of magnetic fields to freely flow through
biological tissue. While these two methods of coupling for
intrabody communication have been researched and have
their benefits and drawbacks, this paper will focus primarily
on two main methods of intrabody communication, which
are capacitive and galvanic coupling. Both methods employ
a transmitter and a receiver that are battery powered and
have a pair of electrodes. They differ in the way electrodes
are set up on the human body and the way the signal
propagates through the communication channel.

Il. INTRABODY COMMUNICATION

A. Capacitive Coupling

Capacitive coupling method utilizes a transmitter and a
receiver which consist of two electrodes, a signal electrode
which is attached to the human body and a ground electrode
which is oriented towards the environment. Both transmitter
and a receiver are electrically isolated and battery powered.
When a weak electric field is present, human body acts as a
signal guide and couples the signal electrostatically [7] while
the return signal passes through the environment as shown in
Figure 1. These induced electric fields appear between all
parts of system that are at different potential. The
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transmission signal is generated by modulating the voltage
between two signal electrodes and is then received and
decoded by the receiver. The induced current through the
human body is measured in order of magnitude of
picoamperes, and therefore presents no harm to organism
[13]. Furthermore, as most of signal is confined to the body
while the human body acts as an electric conductor, this
minimizes the required transmission power [14]. The
received signal level is affected by many factors, such as the
signal frequency, position of electrodes, orientation of the
transmitter to the receiver, the size of the receiver ground
plane, and the surrounding environment. Usual ranges of
signal frequencies are between 1 and 100 MHz. Lucev et al.
[15] have shown that for capacitive coupling in this
frequency range the channel gain increases with signal
frequency for 20 dB/dec up to around 45 MHz, after which it
decreases. But as the frequency increases, the human body
starts acting as an antenna and the radiation of signal into the
environment is no longer negligible [14].

== Electric field

Fig. 1. Capacitive coupling diagram showing the flow of the
electrical field from the environment to the electrodes and from
electrodes to the human body

Research by Fujii et al. has shown that by reducing the
size of transmitter by half the received signal voltage was
reduced by nearly 50%, compared to only 10% drop when
increasing frequency from 10 MHz to 100 MHz [16]. Haga
et al. have shown that the most sensitive factor for the signal
strength maximization was the separation distance between
two electrodes, as increasing the distance reduced the
capacitance and therefore induced more energy into the body
[17]. Furthermore, the size of the ground electrode also had
an impact on the transmission gain, with larger electrode
increasing it. The gain was also not affected by the size of
signal electrode in case it was in contact with the human
body. If the signal electrode was not in contact with the
human body, then the size of signal electrode also should be
maximized to reduce the capacitive loss between the signal
electrode and the body. Zhao et al. [18] have experimented
with design of wristband and found that the best result for
wristband was achieved when the separation of two
electrodes was maximized, with the signal electrode being in
a direct contact with human body and ground electrode being
on the top of the wristband. However, for the mobile phones,
it was shown that due to huge variety of ways to hold a
mobile phone, an optimal design must be found that would
prevent the user from short-circuiting the electrodes. Even
though the larger sizes of electrode produced better results,
the size of wearables and medical instrumentation cannot be
too large as it would cause inconvenience or burden for the

user. Therefore, a compromise must be found while
designing such devices.

When analyzing the effect of body positions on
capacitive coupling, Lucev et al. have analyzed different
positions such as sitting and standing while the transmitter
and receiver electrodes were either on the same arm, or on
the different arms which increased the distance [15], [19].
Subjects were asked to sit, stand, hold one arm upwards,
swing the arm, or hold both arms parallel to the floor. The
results showed that for lower frequencies, the body geometry
and arm movement had little to no influence on the measured
transmission, while for 40 MHz and higher frequencies the
change in gain increased to around 20 dB and was influenced
by body geometry. Seyedi et al. have explored the effect of
the limb positions and joints to the transmission gain by
placing electrodes on the left forearm and upper left arm
[20]. Subject was then asked to stand and perform four
different positions with left arm being bent at 45°, 90°, 135°,
and 180°, respectively. It was shown that the presence of a
joint has attenuated the signal more in frequency range
between 60 MHz and 170 MHz. It was also again shown that
the position had almost no influence for frequencies lower
than 40 MHz in case the distance between transmitter and
receiver remained the same, while for higher frequencies the
attenuation was proportional to the angle between forearm
and upper arm. Sasaki et al. have researched the contribution
of the ground loop through the floor in IBC by placing the
subjects on different types of floors [21]. The subjects wore
transmitter or receiver wrists and stood on a carpet-covered
metal floor, concrete floor, hardwood floor and wooden chair
to be above the floor while touching a receiver on an
aluminum stand. The results have showcased that the
influence of the ground loop was not significant, as most of
signal transmission occurred through the capacitive coupling
between the transmitter, the receiver, the human body, and
the aluminum stand.

Hou et al. have designed an IBC system based on
capacitive coupling capable of transmitting image data [22].
By using on-off keying (OOK) modulation with a 20 MHz
carrier signal, they achieved a stable image transmission
through the body at a rate of 445 kbps. They have also
achieved the transmission between two bodies using the
handshake as a contact point. OOK modulation was used as
it outputs no carrier when transmitting low level and
therefore saves energy which makes it suitable for IBC
systems which aim to achieve low power consumption. Cho
et al. have designed a transceiver which can achieve 80 Mb/s
data rate with half duplex communication or 40 Mb/s data
rate for full duplex communication, with an energy
consumption of 79 pJ/b [23]. As described in the paper, this
transceiver has been designed to support two modes of
operation: the entertainment mode in which the speed and
full-duplex is prioritized and healthcare mode with ultra-low-
power consumption and high Q-factor. Recently, it was
shown that a stable capacitive return path can be
accomplished even in implantable devices in case the ground
electrode is isolated from the human tissue [24].

B. Galvanic Coupling

Galvanic coupling was first observed by Handa et al. in
1997 [25]. Like capa