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FOREWORD

On behalf of the Organizing Committee, I would like to greet you at the 29th Minisymposium of the
Department of Measurement and Information Systems at the Budapest University of Technology and
Economics.

After the complete lockdown at the university due to the pandemia last year, we are glad to hold the
Symposium in person again. It is an honor to experience that besides Ph.D. and master students, we
can also welcome several researchers from our widespread international connections.

As we have seen in the previous years, the covered topics are fairly diversified: among others, we
will have presentations from the area of digital signal processing, bio-medicine and bio-informatics,
security, artificial intelligence, and cyber-physical systems.

Following the practice of the last couple of years, we issue the proceedings only in electronic format.
We believe that the advantages of this format make it unnecessary in the future to publish a printed
edition.

I hope that the following two days will be fruitful in the sense that you will be able to exchange ideas,
grasp inspiration from the research approaches of one another, or even discover areas where further
international co-operations can be established.

Budapest, February 7, 2022

Balázs Renczes
General Chair
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Richárd Szabó and András Vörös:
Dependability Modeling of Cyber-Physical Systems in the Gamma Framework . . . . . . . . 17

András Wiesner:
Design of an Audio Frequency Range Distributed Data Acquisition System Prototype . . . . . 21

Carlos Batista, Fatima Mattiello-Francisco and András Pataricza:
Heterogeneous Federated CubeSat System: Problems, Constraints and Capabilities . . . . . . 25
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An Initial Performance Analysis of
Graph Predicate Evaluation over Partial Models

Attila Ficsor, Oszkár Semeráth
Budapest University of Technology and Economics

Department of Measurement and Information Systems
Budapest, Hungary

Email: attila.ficsor@edu.bme.hu, semerath@mit.bme.hu

Abstract—Graph-based modeling tools are widely used during
the design, analysis and verification of complex critical systems.
Those tools enables the automation of several design steps (e.g.,
by model transformation), and the early analysis of system
designs (e.g. by test generation). The evaluation of complex graph
predicates (or graph pattern matching) is a core technique in
modeling and model transformation, and essential in scalable
graph generation. This motivated the integration of industrial
graph pattern matching tools directly to advanced data structures
used in model checking and logic reasoning algorithms.

In this paper we provide a report of a preliminary performance
benchmark combining the incremental graph pattern matching
algorithm of the Viatra framework with hash tries used for state
space exploration on partial models.

Index Terms—predicate evaluator, graph generation

I. MODEL GENERATION AND PREDICATE EVALUATION

During the design and testing of critical systems, modeling
tools are widely used, enabling the automation of several de-
velopment and testing steps with graph-based models. Graph-
based models are the primary development artifacts in those
modeling environments on which advanced modeling frame-
works are operating. To test those modeling applications, we
need a diverse set of well-formed models as test input.

However, the synthesis of valid well-formed models is
a challenging task. A common feature of scalable model
synthesis algorithms is the continuous evaluation of graph
predicates during an exploration process:

• The VIATRA Solver model generation approach [1]
combines the incremental graph pattern matching [2] with
rule-based design exploration framework [3].

• The SDG framework [4] combines standard OCL-based
tooling [5] with genetic algorithms.

In this paper we compare the performance of a new pro-
totype predicate evaluation technique using hash tries [6] for
efficiently storing multiple versions of a graph models, and
the incremental graph pattern matching algorithm [2]. We
present the measurements on a case study, where we generate
diverse and realistic scenarios for testing machine learning
components used in advanced driver-assistance systems.

II. CHALLENGES OF MODELING TECHNOLOGIES

Until now, the only documented way to create patterns for
VIATRA was in VIATRA Query Language [2]. To use this, we
needed to work our way through a long list of steps setting up

the integrated development environment (IDE). This included
installing Eclipse with Eclipse Modeling Framework (EMF)
and VIATRA, then creating a modeling project, where we
could create a metamodel. From this we had to generate model
code and editor code, which we had to use to start a Runtime
Eclipse. In this instance of Eclipse we could create a Query
Project, in it a VQL file, and in this file, we could write our
pattern in VQL language. When we saved this file, some Java
classes were generated, that we could use in our code.

This method used EMF objects to store data (i.e. the model),
and there was limited options to use other data structures. In
the existing code base in the VIATRA framework, there are
two ways to create (partial) models used as the starting point of
the generation. One is to create an EMF model either using the
graphical user interface (GUI) editor, or using Java programs.
We can then load this model, and VIATRA builds its own
internal data structure from the model. The other way we can
create a partial model is using a tabular method, where we
can create a table which we can use to write our data into.
Then based on this table, VIATRA creates its own internal
data structure, similar to the previous method. Unfortunately,
this is implemented for data types provided by EMF.

There are several challenges resulting from this:

• Setting up the IDE is not user-friendly, it has complicated
software requirements and necessary settings, that are
difficult to find.

• Portability is limited, since one version has Eclipse
dependency, while the other version without this depen-
dency is unstable.

• Originally, the pattern matching operates on data struc-
tures provided by EMF, which imposes performance lim-
itations (e.g., scalability issues with ELists and inefficient
state space exploration using EMF transactions).

To answer those challenges, we chose to integrate high
performance data structures [6] to the core pattern matching
mechanism of the VIATRA query framework.

• We provide a simple grammar to formulate type systems,
the predicates (i.e., the queries) and instance models [7].

• The framework can be used without custom editors.
• Finally, [6] promises efficient and scalable data structures

optimized for exploring huge search spaces necessitated
by explicit model checking algorithms.
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TrafficSituation

Lane Car[0..1] on

[0..*] lanes [0..*] cars

[0..*] following

[0..1] right

[0..1] left

Fig. 1: EMF metamodel used in the measurements

In this paper, our main goal is to provide an initial perfor-
mance comparison between the newly developed data structure
and VIATRA. In the following, we present the domain we
selected to execute our performance comparison. For this
example we use a focused fragment of the Scenic traffic
situation modeling language [8].

III. REPRESENTING MODELS WITH EMF AND VIATRA

First, we present the domain of measurement using standard
modeling technologies.

First, review the metamodel. A metamodel describes the
main concepts and relations, of a model, and defines its main
structure. In this paper, we used a simple metamodel shown
in Figure 1 using EMF. In this metamodel, a Traffic situation
consists of Lanes and Cars. A Lane can be connected to
another Lane via the following reference, and its relation
with the other lanes are represented with the left and right
references. Cars are placed onto a single lane. Instance models
in our measurements are in accordance with this metamodel

In our measurements we are using VIATRA as a compari-
son. We implemented seven graph patterns in VQL to query

• incoming empty lane segments without preceding lanes
to spawn new cars into the scenario;

• outgoing lane segments without following lanes to
despawn cars from the scenario;

• cars on the same or adjacent lanes for listing potentially
dangerous situations;

• and potential trajectories for lane following and changing
maneuvers [8].

The implementation of the last pattern is illustrated below.
pattern moveCar(from: Lane, to: Lane, car: Car) {

Lane.following(from,to);
Car.on(car,from); }

or{ Lane.left(from,to);
Car.on(car,from); }

or{ Lane.right(from,to);
Car.on(car,from); }

IV. 4-VALUED PARTIAL MODELS

Next, we illustrate the same problem with 4-valued partial
models. Partial modeling is a technique to explicitly represent
uncertainty in models by abstracting a collection of possible
models into a single partially specified model. In this paper, we
use 4-valued logic to represent uncertainty, where traditional

Fig. 2: Partial model with unknown relation values

Car
c1 true
c2 true
c3 true
c4 true

Following
l1 l2 true
l2 l3 true
l3 l4 true
l4 l5 true

exists
l1 true
· · · true
c3 true
c4 unknown

Lane
l1 true
l2 true
l3 true
l4 true
l5 true

On
c1 l1 true
c2 l2 true
c3 l3 true
c4 l4 unknown
c4 l5 unknown

equals
l1 l1 true
· · · true

c3 c3 true
c4 c4 unknown

TABLE I: Relational representation of an example model

logic values true and false are extended with a logic value
unknown to represent uncertain or incomplete data where
both true and false are possible in the represented concrete
models, and with error to represent inconsistencies.

Figure 2 shows a partial model with five lanes and four
cars. Lanes 1-5 are following each other, and cars 1-3 are on
lanes 1-3. We know that these objects and relations exist, so
they are marked with solid arrows. The last car, c4 can be
on lanes l1 or l2. In this example, it is unknown whether it
is on either of them, these relations are marked with dashed
arrows. We extend this notation of uncertainty to existence
and equivalence as well, which enables abstract nodes that can
represent multiple or no nodes. In our example, c4 is denoted
with a dashed loop edge with the label ”equals”, which means
that c4 can represent multiple nodes. By default, other objects
are different from each other, and equal with only themselves.
Moreover, c4 is denoted with dashed line, which means that
its existence is uncertain: it can be included to, or excluded
from the model.

The same model is shown in Table I, in similar tables
as the ones used in our predicate evaluation algorithm. The
Car and Lane tables show the types of the objects, while the
Following and On tables contain the relations between the
objects. A true value means the relation exists in the model,
while an unknown value means the relation may exist in the
model. The most numerous false values are omitted in both
Figure 2 and Table I. Error values are not present in the model,
since that would mean there is an inconsistency.

4-valued partial models enable the representation of classes
and references with unknown existence using abstract nodes
and edges like c4 in Figure 2. As a syntactic sugar, [7]
introduces classes and references (illustrated below) which are
translated to abstract nodes and edges internally.
class Lane { class Car {
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Lane[0..*] following Lane[0..1] on
Lane[0..1] left opposite right }
Lane[0..1] right opposite left

}

The predicates implementing the graph patterns in the new
specification language are shown below. We chose to use direct
predicates (direct pred), so we could specify to match
for true and unknown values for potential values of car
trajectories, giving us a 2-valued result. Using a predicate
(pred) without specifying the true and unknown values
would give a 4-valued result [9]. These predicates are seman-
tically equivalent to the ones implemented in VIATRA.
direct pred moveCar(from,to,car) <->

following(from,to)=true|unknown,on(car,from)=true|unknown
; left(from,to)=true|unknown,on(car,from)=true|unknown
; right(from,to)=true|unknown,on(car,from)=true|unknown.

V. EVALUATION

A. Research questions

We evaluated the performance of the query engine by
formulating various research questions and answering them by
measuring execution times. These are the research questions
we aim to answer:

RQ2 How does the model building scale if we increase the
model size?

RQ1 How does the pattern matching scale if we increase the
model size?

B. Measurement setup

The measurement workflow is shown in Figure 3. The
measurements have three parameters:

• x: The number of lanes following each other.
• y: The number of parallel lanes.
• n: The number of times the changes are applied and

pattern matching is executed.

Fig. 3: Measurement setup

First, we initialize the predicates, an empty model and the
query engine in the Init phase. Next, in the Build step we
build up the model, which consists of x ∗ y lanes in a grid,
and y cars placed randomly on these lanes. Figure 4 shows an
example of a four by four grid of lanes with four cars. The
forward direction is to the right, and the arrows show which
lane each car is able to move to.

In the next step an iteration starts, where we first despawn all
cars that are on a lane that has no following lane. In Figure 4
car C4 would be removed, since it can no longer go forward.
Next we move all remaining cars from their current lane to its
following lane or either of the lanes next to them. After this
step the example might look like Figure 5. The third and final

Fig. 4: Example model of a 4× 4 grid of lanes with 4 cars

Fig. 5: An example model after despawning and moving

step in the iteration is spawning new cars to make sure there
are y cars in the model. These new cars are placed randomly
on the lanes. These three steps are repeated n times. After n
iterations the measurement stops. The runtime of each step is
measured separately.

C. Compared approaches

We ran the same measurement using four different ap-
proaches. First, we measured VIATRA in continuous eval-
uation mode (where each model change is processed im-
mediately, denoted by VQL-continuous), then in coalescing
mode (where model updates are processed after the full
iteration, denoted by VQL-batch. VIATRA does not support
4-valued evaluation naively, those are matched on only true
and false values, using EMF as data structure. Then we
measured our approach once where we query both true and
unknown values (where all four logic value is used), and
once where we query exactly true values (denoted with
Refinery and Refinery-Abstract). We run the simulation for
5000 iterations, while saving the runtime after every 1000
iterations. Before the measurement of both tools, we ran a
similar, but smaller setup to account for the JVM warm up,
and programmatically called the garbage collector after each
run. Each measurement was repeated 25 times, and we used
the median value of the results, to filter out the noise.

We executed the measurements for multiple model sizes.
The sizes are illustrated in Table II For the measurements we
used the following hardware, software versions, and settings:
Java version: 17, maximum Java heap size: 8GB, VIATRA
version: 2.6.0, OS: Windows 10, CPU: Intel Core i7-9750H.

D. Measurement results

Figure 6a shows the runtime building the model. The
horizontal axis is the nodes and edges in the model. The
vertical axis shows the time it took to complete building the
model, in milliseconds.
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size lanes cars nodes+edges
50 50x50 50 10100
100 100x100 100 40200
150 150x150 150 90300
200 200x200 200 160400
250 250x250 250 250500
500 500x500 500 1001000
750 750x750 750 2251500

1000 1000x1000 1000 4002000
1250 1250x1250 1250 6252500

TABLE II: Model sizes

Figure 6b shows how the runtime changes if we increase the
number of nodes and edges in the model used in the setup. The
horizontal axis is the size of the model on which we ran the
pattern matching, as detailed above. The vertical axis shows
the time it took to complete 5000 iteration of modification on
the model, in milliseconds.

E. Discussion of the results

On Figure 6a we can see that building the model is
slower with our solution, than the two VIATRA configuration,
because the current version of Refinery and Refinery-Abstract
uses more relation (both left and right, exists and equals),
and needs twice as many base indexing to support multiple
logic values. However, these initial performance measurement
showed potential performance improvements.

RQ1 With respect to the model size the original VIATRA
scales better than Refinery and Refinery-Abstract.
As we can see in Figure 6b, all four measurements show

a similar shape on the diagram. The fastest solution was our
approach without abstraction (Refinery), and provided better
performance then both VQL-continuous and VQL-batch are
slower. This can happen as it uses more advanced data struc-
tures than EMF and skips model management steps irrelevant

0

20000

40000

0 1000000 2000000 3000000 4000000 5000000 6000000 7000000

VQL-con�nuous VQL-batch Refinery Refinery-Abstract

(a) Runtime of model building

0
20000
40000
60000
80000

100000
120000
140000
160000
180000
200000

0 1000000 2000000 3000000 4000000 5000000 6000000 7000000

VQL-con�nuous VQL-batch Refinery Refinery-Abstract

(b) Change in total runtime by model size

Fig. 6: Runtime measurements

to running the core query evaluation engine (e.g., notification
sending, order of elements in a list, resource management).
The slowest solution was our approach with abstraction, where
the result is calculated from the combination of predicates.
This took almost twice as long to run, than without abstraction,
since this had to check roughly twice as many rows.

RQ2 With respect to the model size, Refinery scales better
than the original VIATRA. Compared to that, Refinery-
Abstract needs almost twice as much time.

VI. CONCLUSION AND FUTURE WORK

In this paper, we provided an initial performance benchmark
using VIATRA with a novel data structure representing 4-
valued partial models. Despite the richer expression power
of our data structure, our solution produced favorable perfor-
mance, better than the standard modeling technology (EMF).

In the future, we are planning to use this data structure in a
design space exploration scenario used for model generation,
replacing the backed engine of VIATRA Solver. Additionally,
we are planning to evaluate the performance of the data
structure using existing benchmarks (like [10]).

Acknowledgements: The first author was partially supported by
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second author was partially supported by the NRDI Fund of Hungary, financed
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Abstract—Compressive sensing has been developed for the

sampling of sparse or compressible signals. Strong theorems
state that when a signal is sufficiently sparse, its samples can be
accurately recovered from random sub-Nyquist measurements.
As a consequence, compressive sensing is emerging as a part
of various applications, such as image processing, biomedical
problems or audio signal processing. Designing a compressive
sensing application comprises the selection of many parameters,
e.g. data acquisition scheme, compression ratio, reconstruction
algorithm, etc. To make these decisions experimentally, a simple
criterion to compare several options can prove to be helpful.
This paper proposes to use the coherence function as a criterion
to evaluate the quality of a signal transmission via compressive
sensing. After a brief review of compressive sensing, the usage
of the coherence function is presented. Simulation examples
illustrate how it can help making the design decisions.

Index Terms—coherence function, compressive sensing, FFT,
stochastic signals

I. INTRODUCTION

Traditionally, sampling is governed by Shannon’s theorem.
This well-known result is universal, it can be used for sampling
any signal. In practice, many signals can be described with
only a few significant coefficients in an appropriate basis,
frame or dictionary (for brevity, in the following only the word
basis will be used). This phenomenon is called sparsity.

A signal is sparse if there is a basis in which it has few
nonzero coefficients. Similarly, a signal is compressible in a
basis if its sorted coefficients decay rapidly (enveloped by an
exponential decay). Whether a signal is sparse (compressible)
or not, depends on the basis. To illustrate this, one can consider
the (inverse) discrete Fourier transform of a single spike. A
basis in which a signal has a sparse representation, is called
the sparsifying basis (for that signal).

Compressive sensing was introduced in 2004 by Donoho,
Candès, Romberg and Tao [1], [2], [3] for the sampling of
sparse or compressible signals. Traditionally, using Shannon’s
theorem, one would take a number of samples, and then use
a compression algorithm to represent the signal with a fewer
number of samples. Compared to the sparsity of the signal,
one oversamples it, then performs the compression and only
keeps the significant coefficients. Thus, a great part of the
acquired data is discarded. In contrast, using compressive
sensing, one directly obtains a compressed representation via
random sampling. Sampling and compression are performed
simultaneously, at a sub-Nyquist rate.

This research was funded by the National Research, Development, and
Innovation Fund of Hungary under Grant TKP2021-EGA-02.

One would expect that if the sampling is sub-Nyquist, the
signal cannot be reconstructed exactly. For general signals, this
is true. However, for sparse signals compressive sensing offers
accurate reconstruction from sub-Nyquist measurements using
nonlinear reconstruction algorithms [4], [5], [6].

Applications of compressive sensing are emerging in various
fields of science and technology. A famous image processing
example is the single-pixel camera [7]. Some other fields
are biomedical problems [8], or face recognition [9]. For
a broad overview of compressive sensing acquisition and
reconstruction strategies, as well as applications we refer the
readers to the survey paper [10].

When one designs an application of compressive sensing,
there are multiple decisions to make. A major task is to
determine the sparsifying basis. Moreover, one needs to decide
the data acquisition and the reconstruction schemes. They can
have several parameters to tune, the most trivial is the rate of
compression. These decisions may require extensive knowl-
edge about the compressive sensing structures and algorithms.

Another way of making these design decisions is via exper-
imentation. In many applications, the signals to be processed
can be modeled well by stochastic signals, e.g. noise or
vibration signals; nonstationary signals; audio, acoustic and
speech signals or signals containing short periodic parts.
Furthermore, in many applications, the signals’ frequency
domain behavior is technically relevant. In these cases, it
is important to accurately transmit those frequency bands
which contain the signal. When such stochastic signals are
transmitted through a system, the transmission quality can be
assessed in the frequency domain by calculating the coherence
function between the input and output signals. We propose to
use the coherence function in order to help making the design
decisions by experimentation.

The paper is arranged as follows: Section II gives an
overview of compressive sensing. The usage of the coherence
function is discussed in Section III. Section IV presents some
simulation examples. The paper concludes in Section V.

II. COMPRESSIVE SENSING

Compressive sensing can be split into two tasks:
• Data acquisition: getting the compressed measurements

from the input signal.
• Reconstruction: getting the estimate of the input signal

from the compressed measurements.
In the following, these tasks are reviewed briefly.
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A. Data Acquisition
Data acquisition can be modeled as follows:

y = ϕx (1)
where x ∈ Cn is the input vector, ϕ ∈ Cm×n is the
measurement matrix and y ∈ Cm is the vector of compressive
measurements.

Usually ϕ is chosen as a random matrix, e.g. with elements
drawn from a Gaussian distribution. Furthermore, m = τn,
where 0 < τ ≤ 1 is the compression ratio [11]. τ < 1 means
m < n. In certain applications, even m� n can be achieved.
The actual value of τ depends on the sparsity of the signal.
To obtain a low value, the measurement matrix needs to be
incoherent with the sparsifying basis [12].
B. Reconstruction

In the reconstruction problem, we are given the measure-
ments y, the measurement matrix ϕ, and we try to solve the
measurement equation (1) for x. This is an underdetermined
system with infinitely many solutions. The usual least squares
approach yields poor results, since it tries to give a solution
with minimal energy, disregarding the sparsity of the signal.

If ψ ∈ Rn×k is the sparsifying basis of the signal, that is

x = ψs (2)
where s ∈ Rk (or Ck), k ≥ n is the sparse (or compressible)
coefficient vector, then the measurement equation (1) can be
rewritten as

y = ϕψs = Θs. (3)
Since we know that s is a sparse vector, the unique solution

of the reconstruction problem can be determined by choosing
the sparsest possible s. Mathematically, this is described by
the following l0 optimization:

ŝ = arg min
s
‖s‖0 subject to y = Θs (4)

where ŝ is the estimated coefficient vector and ‖·‖0 denotes
the l0 pseudonorm which is the number of nonzero elements.

Now the input signal can be estimated:

x̂ = ψŝ. (5)
Directly solving (4) is computationally extensive, since it

involves trying all the possible combinations, which is an NP-
hard problem. Several alternate methods have been proposed
in the literature, e.g. to use convex optimization (l1 norm):

ŝ = arg min
s
‖s‖1 subject to y = Θs (6)

This modified reconstruction problem can be solved using
linear programming techniques. This solution is called Basis
Pursuit [4].

III. COHERENCE FUNCTION

The γ2 (f) coherence function [13] between signals x and
z is defined as

γ2xz (f) = |Sxz (f)|2 / (Sxx (f)Szz (f)) (7)
where Sxx (f) and Szz (f) are the auto power spectral den-
sities, while Sxz (f) is the cross power spectral density. In
practice, they can be efficiently estimated using FFT. Note
that this coherence function is a different concept than the
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Coherence function calculation

Fig. 1. Setup used for the coherence function example
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Fig. 2. Coherence function example. Grey area: normalized magnitude
response, |H|max = 1. Red line: coherence between signals x and z.

(in)coherence between the ϕ measurement and the ψ sparsi-
fying matrices [14] used in the field of compressive sensing.

At each frequency, the coherence function indicates the
correlation between signals x and z. That is, 0 ≤ γ2xz (f) ≤ 1
and a high value indicates a linear relationship between signals
x and z. The coherence is decreased in the presence of
uncorrelated noise or nonlinearities in the system.

The following demonstrative example illustrates the appli-
cation of the coherence function for assessing the quality of a
signal transmission.

Fig. 1 depicts the setup: first, 10000 samples of Gaussian
white noise are generated (signal x). Then, it is processed by a
4th order Butterworth bandpass filter (passband: [0.05 . . . 0.2] ·
fs, where fs is the sampling frequency) to obtain z0. Then
the nz Gaussian white noise is added to the output with
SNR = 10 dB to get the z output signal. Finally, the coherence
function is calculated for the input against the noisy output.

The coherence function is shown in Fig. 2 alongside the
Hn (f) = |H (f)| / |H|max normalized magnitude response of
the system (|H|max is the maximal magnitude response). The
coherence between the noisy output and the input is drawn
with red color, while the gray area is the magnitude response
of the filter. To make the coherence function easily comparable
to the magnitude response, the magnitude response is drawn
as an area, on a linear scale.

The coherence between the noisy output and the input signal
is as one would expect: it is high (low) when the magnitude
response is high (low). Since the spectrum at the input x
is white, the spectrum of z0 is shaped like the magnitude
response. Because of the noise nz , the output z is dominated
by the noise in the stopband, where the magnitude response
is low. As this noise is uncorrelated with the input, it is
not contained in the Sxz (f) cross spectrum, but contained
in the Szz (f) output spectrum. Thus, the numerator of (7)
is unchanged, while its denominator grows: the coherence is
decreased. Similar arguments can be made for the passband.

A potential application of compressive sensing is compress-
ing the transmitted data. In many cases, the signals to be
transmitted can be modeled well by stochastic signals. Some
examples are noise measurement [15], vibration analysis [16],

6



System

Coherence function calculation
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Fig. 3. Setup used for the simulations

or signals containing short periodic parts such as speech [17],
acoustic or in general audio signals.

In these cases, the transmission utilizing compressive sens-
ing can be modeled as the processing of a stochastic signal
with a system. For this model, a possible way of assessing
the quality of the transmission is to calculate the coherence
function between its input and output signals. We propose to
use the coherence function in order to help making the design
decisions by experimentation.

A. Alternative Metrics

There are several metrics to evaluate a compressive sensing
scheme [11]. E.g. two popular ones are the Normalized Root
Mean Square Error (NRMSE) and the Signal-to-Error Ratio
(SER):

NRMSE = ‖x− x̂‖2 / ‖x‖2 (8)

SER = −20 lg NRMSE (9)

Note that while the NRMSE is a normalized metric, it can
obtain values higher than one (since the normalization refers
to the division by ‖x‖2).

The usual metrics give a scalar, integral measure of the
quality from time domain analysis. In contrast, the coherence
function provides a vector of quality metrics in the frequency
domain.

IV. EXAMPLES

To illustrate how the coherence function can help designing
a signal transmission using compressive sensing, some simu-
lation examples are presented.

Thus the aim of the examples below is not to illustrate the
power of an optimized data transmission using compressive
sensing, but to present how the coherence function shows the
difference between various compressive sensing schemes. As
a consequence, not necessarily the best sparsifying bases or
the most powerful reconstruction algorithms are used.

A. The Simulation Environment

The setup used for the simulations is shown in Fig. 3. To
generate the x input signal, the n Gaussian white noise is pro-
cessed with a system. Then this x signal is passed through the
compressive sensing data acquisition–reconstruction scheme to
obtain the x̂ estimate of the input signal.

The elements of the ϕ measurement matrix are drawn from
a Gaussian distribution. The τ compression ratio was varied
from 5% to 50% in steps of 5%. The l1-magic implementation
[18] of solving (6) is used for the reconstruction. For simplic-
ity, only changes in τ and in the sparsifying basis are shown
in the examples. However, the proposed analysis is applicable
e.g. to changes in the reconstruction algorithm as well.
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Fig. 5. NRMSE with different compression ratios in the first example

B. Example 1: Elliptic Bandpass Filter
In the first example, the system is an elliptic bandpass filter

(6th order, 1 dB passband ripple, 60 dB stopband attenuation,
[0.45 . . . 0.55] · fs/2 passband). Its magnitude response is
shown in Fig. 4 as the grey area. Consequently, the signal
x should contain significant coefficients only in the passband,
that is, x should be approximately sparse.

The discrete cosine transform (DCT) [19] is selected for the
sparsifying basis as an initial choice. The results are shown
in Fig. 4 with the colored lines. As the compression ratio
increases, the coherence increases first in the passband, then
also in the stopband. The coherence function takes almost 1
values in the passband at τ ≥ 35%. From this, one could infer
that τ = 35% is enough for a good transmission.

This claim can be verified by looking at the NRMSE.
Fig. 5 shows this error for the investigated τ values. The error
decreases rapidly from 30% to 35%, while from 35% to 50%
it is still decreasing, but at a slower rate. There is a clear break
in the NRMSE where the coherence function fully “envelopes”
the input spectrum.

From the perspective of the designer, plotting the input
spectrum and the coherence function is more informative than
calculating a single number.

Other potential sparsifying bases can be tried and evaluated,
here the results of the Haar wavelet basis [20] are presented
(Fig. 6). Comparing to Fig. 4, it is clear that the coherence
at a given τ is worse for the Haar wavelet basis than for
the DCT basis. This also can be seen on the NRMSE plot.
Consequently, the DCT basis is a better choice than the Haar
wavelet basis in this example.

Note that for both bases, the coherence function has higher
values in the passband and lower values in the stopband. This
is as expected: as τ grows, less and less significant parts of
the signal are getting transmitted also. When the coherence is
high in all the significant bands, the useful information in the
signal are transmitted. This is harder to see in the time domain
error plot.

A potential remark would be the idea to transform this
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signal to baseband and there use traditional sampling. In
this simple case, this is a viable solution. However consider
a case when the signal has several bands scattered in the
spectrum, with the same “total bandwidth” as here. In such a
case, compressive sensing requires similar compression ratio
as here, while generally the transformation to baseband is not
applicable.
C. Example 2: Butterworth Bandstop Filter

The system in the second example is a Butterworth bandstop
filter (6th order, [0.1 . . . 0.95]·fs/2 stopband). Fig. 7. illustrates
its normalized magnitude response with the gray area. In the
first example, there was a single, narrow passband. Here, the
passband is still narrow, but is split into two bands. Similarly
to the first example, x should be approximately sparse.

After calculating the coherence function with the DCT basis,
we got the results shown in Fig. 7. Compared to the previous
example, at first glance now we can see that τ = 50% is
required to reach the coherence value of 1 in the passbands.
This is larger than there, however, the total width of the
passbands is also larger than in the first example.

The time domain analysis shows that τ = 50% transmission
offers similar quality to the τ = 35% case in the first example
(Fig. 8). Again, the coherence is higher in the passbands and
lower in the stopband.

V. CONCLUSION

In this paper the usage of coherence function was proposed
to assess the transmission quality of stochastic signals via
compressive sensing. After taking an overview of the com-
pressive sensing process, the coherence function was reviewed.
In many signal processing applications, the signals’ frequency
domain behavior is technically relevant. Thus, it is important
to accurately transmit those frequency bands which contain the
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Fig. 8. NRMSE with different compression ratios in the second example

majority of the signal’s power. When such stochastic signals
are transmitted through a system, the coherence function can
be used as a tool to compare the quality of different data
transmission options. Simulation examples illustrated the us-
age of coherence function to qualify a signal transmission via
compressive sensing. The results showed that in certain simple
cases, similar compression can be reached with compressive
sensing as with traditional methods. A potential future task is
finding such examples which can better illustrate the usage of
the coherence function.
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Abstract—This paper investigates, based on a case study of a
SCARA robot, how time-optimal point-to-point motion can be
approximately realized using a model predictive control formu-
lation that has low computational complexity. Time-optimality
is realized by an indirect formulation and different objective
functions are compared. Using the ℓ1-norm instead of a quadratic
penalty mimics time-optimality, however, to reduce computa-
tional complexity and evade some of its disadvantages, the
Huber-norm is introduced as a velocity penalty while the position
is penalized quadratically. The contribution of the sampling rate
and the length of the prediction horizon is also examined, as the
sampling rate poses a limit on the available computation time,
while the prediction horizon influences computational complexity.
Simulations were carried out in a MATLAB environment using
the CasADi toolbox.

Index Terms—optimal control, time-optimal motion, PTP mo-
tions, SCARA robot, CasADi, Huber-norm

I. INTRODUCTION

Model predictive control (MPC) methods have been a topic
of research for decades. With the advancement of digital tech-
nology it is becoming more and more economic to implement
sophisticated nonlinear programming techniques for online
controllers in many fields [1].

Although there is immense literature about MPC techniques
[1] and optimization [2] [3], the choice of sampling frequency
and the size of the finite prediction horizon pose a challenge as
there are a number of issues to consider. Firstly, the sampling
time has to be larger than the computation time of the next
control action. Secondly, the computation time is affected by
the number of samples in the prediction window as well as by
the number of integration intervals within one sample. Thirdly,
for better performance a large enough window is needed, while
the integration interval has to be small enough to accommodate
the system dynamics. Thus, a compromise must be reached.

The aim of this paper is to investigate the effect of sampling
rate and prediction horizon size on controller performance,
while examining different objectives to mimic time-optimal
motion with low computational complexity. The plant consid-
ered in this study is a rigid-body forward dynamics model
of an EPSON G3-251 SCARA robot [4] [5] [6]. This robot
has two rotational joints and one prismatic joint, the latter of
which is not used in the presented work. The simulations were
carried out on a forward dynamics model, i.e. the states of the

plant are the joint positions (rotational angles), q and the joint
velocities, q̇, while the inputs are the actuator torques, τ .

The rest of the paper is organized as follows: Section II
elaborates upon the implementation and parameters of the
simulations. Section III illustrates the examined performance
indicators for various sampling rates, prediction horizon win-
dows and objective functions. Finally, Section IV summarizes
the conclusions and presents possible future work.

II. SIMULATION SETUP

The algorithm used in this paper iteratively solves a con-
strained nonlinear optimization problem over a finite time hori-
zon. The calculated input corresponding to the first sampling
interval of the prediction horizon is applied to the model of
the system, and the resulting state variables are the new initial
values for the repetition of the process.

The algorithm has been implemented using MATLAB and
the CasADi tool [7] supplemented by the CasADi-reliant
Rockit (Rapid Optimal Control kit) [8]. To solve the nonlin-
ear program, the COIN-OR Ipopt interior point optimization
solver is used [9]. The forward dynamics of the plant is
available in the form of an ordinary differential equation
(ODE) as a CasADi function, which is discretized by Rockit
using a 4th order Runge-Kutta integrator with one internal
stage. After solving the optimal control problem (OCP), the
first element of the resulting control sequence is applied
to a zero-order hold discrete-time equivalent of the forward
robot model to evaluate the resulting state variables, which
are used as initial values for the next OCP solve. For now,
all simulations were carried out without considering model
inaccuracies or noise.

A. Motion scenarios

The robot has two rotational joints; a shoulder and an elbow
joint. After evaluating a number of different scenarios and
analyzing the data, it became apparent that two cases may
be distinguished: the range of motion may be large or small
relative to the sampling time and prediction horizon. The
presented data will concern two extreme cases in order to
illustrate the importance of the examined parameters:

• both the shoulder and elbow joints utilize 95% of their
range, presenting a scenario of a large-range motion
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• only the elbow joint rotates by 6°, presenting a small
motion.

B. Parameters of the simulation

Besides the initial and final positions, two important, ad-
justable parameters are observed: the sampling frequency (fs)
which defines the sampling time (Ts = 1

fs
) and the number

of control intervals in the prediction horizon (Ncontrol).
Note that the prediction horizon is not defined as a time

window. If it were, because the window size is Ncontrol · Ts,
increasing fs would mean proportionally increasing Ncontrol,
leading to an increase in computation time as well. Hence, for
each fs the same set of Ncontrol values were used.

C. Constraints of the OCP

The OCP to be solved for each control action is constrained
by the physical bounds of the joint angles and the maximum
attainable values of the angular velocities and actuator torques.

D. Objective function of the OCP

The objective function to be minimized is a combination
of running costs on the position with respect to the desired
final position and the angular velocities. Although tradition-
ally MPC designers choose quadratic cost functions, there
is a growing tendency to exploit linear penalties in order to
achieve near time-optimal motion [10] [11]. For a time-optimal
point-to-point motion, aggressive control action is needed in
order to accelerate as fast as possible to the maximum velocity,
keep that speed constant as long as possible, then decelerate as
fast as possible to be able to stop at the final position. In this
study a combination of different cost functions is used: as a
quadratic penalty weighs large cost function values higher, this
is imposed on the joint position, while the effect of different
velocity penalties is compared.

In the literature, besides near time-optimality, using the
ℓ1-norm is further motivated by reducing complexity due to the
optimization becoming a linear program instead of a quadratic
one; however, in this case study the system dynamics is non-
linear and the position penalty remains quadratic. It also intro-
duces some drawbacks. As the ℓ1-norm is a non-differentiable
function, in implementation a slack variable is introduced as
the objective, and an additional inequality constraint ensures
the connection between the angular velocities and the slack
variable. Because of this, the solution of the OCP might take
more time. Furthermore, the ℓ1-norm may introduce dead-
beat control behavior, potentionally causing stability issues,
especially for short prediction horizons. For these reasons
the Huber-norm is introduced, which is quadratic for small,
while linear for large velocity values. Besides switching to
a quadratic penalty towards the end of the motion to ensure
stability, another advantage is that it can be approximated by
a smooth function called the pseudo-Huber norm:

ℓδ,k = δ2

(√
1 +

(ϵk
δ

)2
− 1

)
; ϵk =

∥∥qk+1

∥∥
2

(1)

where qk+1 is the vector of angular velocities at time index
k, while δ is a new parameter defining the velocity norm at
which the transition between linear and quadratic penalty is
made.

The Huber-norm may also be implemented by introducing
two slack variables. Although three additional constraints
increase complexity, this has been tested as well.

III. EVALUATION OF RESULTS

In order to evaluate the results, some performance metrics
must be defined. In this study these were the settling time
(±5%) and the statistics of the number of iterations required
per control action (mean, worst case and standard deviation).

The data presented comprise four fs values:
{250Hz; 500Hz; 750Hz; 1000Hz}, and nine Ncontrol values:
{3; 4; 5; 6; 7; 8; 9; 10}. In the cases using the Huber-norm, for
the large motion δ = {5}; for the small motion δ = {1; 0.5}.
A. Settling time

Fig. 1 illustrates how the different velocity penalties affect
the settling time for the large motion range scenario.

The immediately noticeable main difference is that when
using a quadratic velocity penalty, the prediction horizon
required for minimal settling time is larger than in the other
cases as the sampling rate increases. The settling time is
practically independent of Ncontrol for the other norms. Hence,
from the perspective of time-optimality the linear penalty is
superior to the quadratic one, while a suitable choice of the
δ parameter of the Huber-norm achieves the same settling time
even if the prediction horizon contains sufficient, but relatively
few samples.

Fig. 2 shows the results for the considered small motion,
also comparing the influence of different δ values. It is appar-
ent that the small motion is more sensitive to the δ parameter.
While for the large motion δ = 5 already approximated the
settling time of the linear penalty case using a few samples in
the prediction horizon for each considered sampling frequency,
as the sampling frequency increases, it is visible that a smaller
δ value is needed to reduce the effect of Ncontrol in case of
the pseudo-Huber norm.

The explanation for this is twofold. Firstly, as the same
Ncontrol value means a shorter horizon for a larger fs, it
was anticipated that a small Ncontrol would result in poorer
performance at larger sampling frequencies. This is more
distinguishable in case of the short motion because the ratio
of the prediction window size and the motion time changes
drastically with increasing Ncontrol, furthermore, as the ve-
locity constraint is inactive, the scaling between the velocities
and δ is different. Secondly, δ has to be smaller for the second
scenario because the same δ value for a large and small motion
would mean a different percentage of motion time spent in the
linear penalty range.

B. Iteration count

For the number of solver iterations, the value was logged
after each OCP solution from the beginning of the simula-
tion until settling was reached. For each objective function,
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Fig. 1. Effect of different velocity penalty norms on the settling time
considering various fs and Ncontrol values, large motion

Fig. 2. Effect of different velocity penalty norms on the settling time
considering various fs and Ncontrol values, small motion

Ncontrol, and fs, the average, the maximum value and the
standard deviation were extracted.

For the large motion it was found that depending on
Ncontrol, the maximum number of iterations vary for each
objective function and sampling rate in the range of 3–6
iterations; the change with respect to fs is non-monotonously
±1–2 iterations. Table I shows the average of all the average
values and the maximum value for each objective function,
while Fig. 3 shows the standard deviations of all 32 Ncontrol–
fs combinations for each objective function.

The average number of iterations to solve an OCP with the

pseudo-Huber velocity penalty is close to that of the quadratic
penalty case, while using the linear penalty or the slack
variable implementation of the Huber-norm is computationally
more expensive due to the additional constraint(s).

TABLE I
STATISTICS OF THE NUMBER OF ITERATIONS – LARGE MOTION

q̇ penalty Quad. Lin.
pseudo-
Huber,
δ = 5

Huber,
δ = 5

mean 20.7 29.4 19.8 32.9
max 29 36 27 41

TABLE II
STATISTICS OF THE NUMBER OF ITERATIONS – SMALL MOTION

q̇ penalty Quad. Lin.
pseudo-
Huber,
δ = 1

pseudo-
Huber,
δ = 0.5

Huber,
δ = 1

Huber,
δ = 0.5

mean 15.6 24.1 16.4 17.6 27.7 26.9
max 20 33 41 53 41 34

Fig. 3. Standard deviation of number of iterations for the large motion; A: L2,
B: L1, C: pseudo-Huber, δ = 5, D: Huber, δ = 5

Table II shows the mean and worst case iteration values,
and Fig. 4 shows the standard deviations for each objective
function in case of the small motion. Using the quadratic
penalty, neither Ncontrol nor fs affected the results; using
the linear penalty there are differences, but there is no
monotonous pattern with respect to Ncontrol or fs. Using the
Huber-norm, as δ decreases, there are more and more outliers,
but for different thresholds different Ncontrol–fs combinations
produce these. The increasing standard deviation is partly
due to the low number of samples comprising the motion.
While the slack variable version of the Huber-norm increases
computational complexity, due to its formulation as opposed to
the nonlinear, analytic approximation the deviation is smaller
and the iteration count contains less outliers.

Comparing the average and maximum number of iterations
using the Huber-norm with using the linear penalty, it can be
seen that the pseudo-Huber norm becomes computationally
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more expensive as its smoothness decreases. The merit of the
Huber-norm over the ℓ1-norm in case of the small motion is
rather the elimination of the overshoots that might occur.

Fig. 4. Standard deviation of number of iterations for the small motion; A: L2,
B: L1, C: pseudo-Huber, δ = 1, D: pseudo-Huber, δ = 0.5, E: Huber, δ = 1,
F: Huber, δ = 0.5

C. Simulations with perturbed inertia parameters

In order to introduce noise – as SCARA robots are usually
used for pick-and-place operations, and the model might not
be accurate – 100 models were generated in which all inertia
parameters of the joints were perturbed by −10% . . . + 10%
using a uniform distribution.

The simulations have shown that depending the motion
scenario the settling time and the statistics of the number of
iterations per control action follow the same tendency as in the
noise-free case with respect to Ncontrol, fs and the objective
function, but with a magnified effect:

• in case of the large motion, the ℓ1-norm and the slack
variable version of the Huber-norm have higher compu-
tational complexity than the pseudo-Huber norm while
achieving the same settling time;

• in case of the small motion, the ℓ1-norm is unreliable
for minimizing settling time while if δ is too small, the
pseudo-Huber norm is erratic in terms of iteration count.

IV. CONCLUSIONS AND FUTURE WORK

This case study presented via simulation results that by
penalizing the velocity of the joints of a SCARA robot using
a Huber cost function with a well-chosen threshold value,
the time of a point-to-point motion can be decreased given
a certain prediction horizon, or conversely, the size of the
prediction horizon may be decreased and the motion is still
approximately time-optimal. In case of a fast-reacting system
this may be essential, as a relatively large horizon encompasses
a larger number of control intervals as the sampling frequency
increases, causing a stricter time-constraint on the computation
time of each control action.

For large motions which exploit the velocity range of the
robot, the pseudo-Huber norm is the best choice to mimic
time-optimality with a low computational complexity, as δ can

be chosen low enough to minimize time while high enough
to ensure smoothness. For small, precision motions, much
smaller δ values increase complexity and the deviation of
the required number of iterations; however, the slack variable
implementation of the Huber-norm has a consistently high
computational cost. The best decision would be to compromise
by using the pseudo-Huber norm with such a threshold so that
time-optimality is sufficiently approximated (but not minimal),
while it is high enough so that the standard deviation iteration
count is low.

There are a number of avenues of ongoing or planned work
to extend this study. The addition of process noise might
be worthwhile, as the ℓ1-norm and the Huber-norm with a
small threshold may introduce deadbeat behavior which is
sensitive to these disturbances. Another useful aspect would
be to execute the tests on different plants and verify them
experimentally.

Finally, for a realistic application either the solver should
be accommodated to the requirements or the model should be
simplified – if possible – to actually reach lower computation
times than the sampling interval. With the currently used
interior-point optimizer in a MATLAB environment none of
the logged computation times are actually feasible for online
control. Using a sequential quadratic program instead of the
complete nonlinear program should ameliorate the results.
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Abstract—Hierarchical data is ubiquitous in healthcare, but
taking advantage of hierarchic information is still an open prob-
lem. We demonstrate the strengths and weaknesses of Bayesian
multilevel analysis (BMLA) in this scenario by characterizing
the multi-target relationships between genetic and phenotypic
variables. The BMLA method does not scale well with the number
of variables, thus we performed filtering using standard pairwise
genome-wide association analysis. In this first GWAS phase, we
selected only the most significant genotypic variables for further
screening. We worked with various thresholds, resulting in 274,
12, and 2 genetic variables, these were treated as interventional
variables in the second phase of data analysis using BMLA. The
hierarchy of the phenotypic variables was given a priori, thus,
we could estimate the posteriors of the relevance, i.e., for direct,
non-mediated interaction between these broader categories and
genetic markers. Additionally, we could approximate the joint
relevance of genetic markers for multiple phenotypic groups, such
as for mental health, metabolic and cardiovascular descriptors.
The existence of such multi-target (pleiotropic) genetic factors
is already indicated by significant genetic correlation between
disease groups, i.e., by the overlap of their genetic background.
Using this two-stage Bayesian systems-based method, we could
robustly induce posteriors for these multivariate and multi-target
relevance relations. The systematic investigation of a varying
number of genetic and phenotypic factors confirmed that the
method is sensitive enough to highlight the weak effects of
genetic variables that can be easily overshadowed by the strong
phenotypic correlations.

Index Terms—bayesian statistics, multitarget, hierarchy

I. INTRODUCTION

For us, humans it is very natural to order and organize
data into hierarchical structures to gain more insight and
have better maintenance capabilities, but we rarely use these
structures computationally during advanced scientific research.
The main reason behind this maybe the lack of methods
supporting hierarchical data. This kind of data is abundant
in healthcare related scenarios, e.g. the International Classifi-
cation of Diseases (ICD) uses hierarchical categories, various
scores use weighted sum of variables, which also defines a
two-level hierarchy and genetic data also has multiple levels
(single nucleotide polymorphisms (SNP), genes, gene sets,
chromosomes).

A good example for hierarchical data processing is a novel
Bayesian method called TreeWAS , which shows about 20%

increase in statistical power compared to ’classical’ methods,
by utilizing the hierarchy of disease classification [1]. An
other, a more general, regression like method, is the Hier-
archical Linear Modeling (HLM) [2].

We worked on a Bayesian method that can be used in
conjunction with classical GWAS tools and extend their capa-
bilities. Our goal was to solve a Feature Subset Selection (FSS)
problem, by finding hierarchic, multi-target, directly relevant
genetic markers. Hierarchic, meaning a marker that is directly
relevant to the target variables, on any abstraction level, and
multi-target, meaning the marker can be relevant to multiple
variables, or groups of variables. This work will be extended
with additional post-processing and visualisation steps.

II. METHODS

A. Data

Our test was based on the ’Budakalasz Health Examination
Survey’ dataset, which contains the necessary medical and
genetic information for 629 participants, after excluding genet-
ically related individuals. Our goals were to characterize the
relationship between psychiatric and cardiovascular variables
with respect to the SNPs found in the Catenin Alpha 2 gene
(CTNNA2), which encodes a protein related to neural growth
[13].

The cardiovascular status of the participants was assessed
with the Framingham Risk Score [14]. This category included
4 scoring variables: FramCVD - cardiovascular disease, Fram-
CHD - coronary hearth disease, FramHCHD - hearth diseases
related to high HDL cholesterol, FramSTROKE - stroke.

For psychiatric assessment, the Brief Symptom Inventory
(BSI) was used, which includes 9 sub-scales that were used
on the variable level.

To characterize rumination, the Ruminative Response Scale
(RRS) was used [4] with 3 parameters on the variable level.

B. Variable Selection with Linear Mixed Models Based
Genome Wide Association Study

The samples were processed according to the basic GWAS
quality control steps [8] and a linkage disequilibrium filtering
was performed on the CTNNA2 region.
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Fig. 1. Posterior probabilities between the rs17019243 SNP - RRS (on the left) and the rs12615043 SNP - RRS (on the right) based on a parameter sweep.
The sweep was completed for various virtual sample sizes (VSS), maximum parent number per nodes, parameter priors (Bayesian–Dirichlet equivalent uniform
- bdeu, Cooper-Herskovits - ch) and the number of included SNPs were gradually restricted based on relevance from the GWAS step. The number of burn-in
(1 000 000) and sampling steps (5 000 000) were constant along the batches.

After these quality control steps, only 274 CTNNA2 related
SNPs remained. This is still too much computational complex-
ity for our hierarchical method to run calculations reliably, but
enough restriction to do exploratory analysis. Thus, further
narrowing of the parameter palette was necessary. This has
been done by a Linear Mixed Models (LMM) based method,
FaST-LMM [9], to determine the most significantly associated
SNPs for each fenotype: the BMI, the Framingham compo-
nents, the BSI components, and the RRS components. This
yielded 12 distinct SNPs, from which the strongest 2 were
selected for a further, auxiliary analysis.

C. Bayesian Multilevel Analysis

To better understand the directness of the relationships
between the variables, we utilized the Bayesian network based
Bayesian Multilevel Analysis (BMLA) [6]. The naturally
rising two-level hierarchy was given explicitly was given
explicitly to the model. An other option to utilize hierarchy
would have benn the construction of mega-nodes that refer to
higher level terms. This method is limited by the exponentional
increase of the induced cardinality of the mega-node or the
blurred representativity of the underlying dependency model.
However, models at higher abstraction level could boost learn-
ing, so, we investigate the joint use of multiple models at
varying abstraction levels, but this is out of scope for this
study.

The Bayesian learning uses a Markov-Chain Monte Carlo
based methodology, where we set 1 000 000 burn-in steps
to guarantee MCMC convergence for pairwise features of

variables in this cardinality range, followed by 5 000 000
actual sampling steps to approximate the most fitting directed
acyclic graph (DAG) model for the data. Confidence of the
estimates were estimated using multiple runs and we also
performed systematic sensitivity analysis for changes in the
variable set. Because the sample-size was low (n=629), we
performed a sweep for various parameters of the BMLA tool.

We tested two parameter priors: the Cooper-Herskovits (CH)
[5] and the Bayesian-Dirichlet equivalent uniform (BDeu) [10]
[11]. And we also evaluated the effects of the virtual sample
size, and the maximum number of parents per node.

To better grasp the effect of the number of genotipic vari-
ables, we conducted our measurements with various number of
included SNPs, namely the original 274, the 12 with significant
effect, and the 2 most significant SNPs.

The categorical interactions can be measured multiple ways.
The first one is based on the probability of a direct edge
between any of the variables of the category and the external
variables, the second one is based on Markov Blanket Mem-
bership (MBM, see Fig. 3). In the present study we wanted
to analyse the directness of rumination, thus the calculations
were performed with the first option.

D. Visualisation

The output files from the BMLA were post-processed with
a python script, then based on this the styling and visualization
was done in Cytoscape v3.9.0. [12]. The post-processing
included the separate labeling of edges between variable-
variable level nodes and variable-category level nodes, the
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Fig. 2. The results of the BMLA including every SNP (for the purpose of visualisation, a limit of 0.1 for the posterior probability was introduced for edges
and zero-degree nodes were hidden). The number of variables may make the interpretation of the figure challenging, but based on the hierarchic layout, one
could easily determine SNP groups by relation with the main categories.

labeling of variable/category level nodes and the introduction
of optional posterior limits for edge visibility.

III. RESULTS

A multi-target BMLA was conducted with the 274 SNPs
of the CTNNA2 gene, remaining after the GWAS step. The
phenotpic variables were grouped based on broader categories,
the sex, age and BMI variables, alongside the genotypic
variables were set as exogenic variables. We ran calculations
to determine the pleiotropic effects of the genetic variables and
understand the directness of the variables. Because the BMLA
method can be sensitive to parameter count, we iteratively
reduced the number of genetic variables, leaving only the most
significant ones, while performing a parameter sweep for every
batch.

The results of the first batch, incorporating all the SNP
variables (Fig. 2) shows that most of the SNPs have plausible
relations (84 edges with posterior probability larger than 0.1,
with the average of 0.47) to the BSI category, while the
relation with the individual variables is not as pronounced, it is
overshadowed by the stronger relations between the phenotipic

variables. The Framingham and Rumination groups also have
numerous connections. This batch shows that the method can
detect the weak posteriors of the SNP related edges, but is not
suitable for observations, because the limiting effects of the
large variable pool on the BMLA method.

The second batch, containing only the 12 most relevant
SNPs (according to the GWAS based selection step) can be
seen on figure 4. Here we can see the two most relevant SNPs,
rs17019243 and rs12615043, moderately standing out; these
are propagated to the next batch.

After having all the SNPs sets defined we performed a
parameter sweep, the results for the two most significant SNPs
can be seen on figure 1.

IV. DISCUSSION

We used GWAS related methods to reduce the number of
variables in our multi-target study, where hierarchical data
analysis was performed with BMLA.

Our study has some limitations, namely, the number of
participants in the ’Budakalasz Health Examination Survey’
dataset was low, thus the actual number of given rare poly-
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Fig. 3. Markov Blanket Membership: Node A’s Markov blanket contains
every direct parent of A, every child of A, and every child’s parent. A posterior
MBM probability is the probability that a node is contained inside the Markov
blanket. [7]

Fig. 4. The results of the BMLA including the top 12 most significant
SNPs from the GWAS step. The two most significant SNPs (rs17019243 and
rs12615043) can be seen on the bottom.

morphisms related to the CTNNA2 gene, was in the 10 to 100
magnitude, which is in fact the lower effective boundary of the
BMLA method.

In the future this tool-set will be extended with an inter-
active visualisation tool which will aid exploratory analysis
by providing ways to dynamically show associations across
different levels in the hierarchy.
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Abstract—Cyber-physical systems (CPS) can be found every-
where: smart homes, autonomous vehicles, aircrafts, healthcare,
agriculture, and industrial production lines. CPSs are often
critical, as system failure can cause serious damage to property
and human lives.

Today’s cyber-physical systems are extremely complex, het-
erogeneous systems, so rigorous engineering approaches are
needed both at design and runtime. On one hand, model-
based techniques support the efficient system design, and on
the other hand, fault-tolerant middleware and communication
technologies support the reliable operation of critical CPS.
However, modeling dependability-related system aspects is far
from trivial. In this paper, our goal is to show a methodology
that introduces design patterns for dependability modeling in the
Gamma modeling framework to take a step towards the efficient
design of dependable CPSs.

Index Terms—model-based development, cyber-physical sys-
tem, CPS, formal analysis, dependability

I. INTRODUCTION AND BACKGROUND

Cyber-physical systems (CPS) are complex, heterogeneous
systems that contain a wide variety of devices, from sen-
sor networks through edge devices to cloud-based services.
CPSs often provide critical services, where the correct and
reliable operation is crucial. Model-based techniques support
not only the design of critical CPSs, but also formal veri-
fication techniques can be applied to system models to find
design flaws and stochastic analysis techniques ensure that
the system meets the extra-functional requirements. Ensuring
dependable operation necessitates the application of fault-
tolerant design/architecture patterns. However, model-based
tools do not provide support to efficiently design complex
dependability-related design solutions, where the services and
also allocation is properly modeled.

In this paper, our goal is to make a step towards the design
of dependable CPSs by proposing an approach that provides
design support for engineers. Our proposed approach is model-
driven and relies on an open-source design tool, the Gamma
framework. Our long-term goal is to transform Gamma func-
tional architecture models to system models enriched with the
chosen design patterns of the services. In addition, our goal
is to operate the services by using technologies with built-in

This work was partially funded by the EC and NKFIH through the
Arrowhead Tools project (EU grant No. 826452, NKFIH grant 2019-2.1.3-
NEMZ ECSEL-2019-00003).

dependability mechanisms. In the following, the background
of our work is summarized.

A. Dependability

Dependability is the ability of a system to avoid service
failures that are more frequent and more severe than is
acceptable [10].

Our approach focuses on the following aspects of depend-
ability:

• availability: readiness for correct service.
• reliability: continuity of correct service.
• safety: absence of catastrophic consequences on the

user(s) and the environment.
One of the means to ensure the dependability of the system

is fault tolerance, which is the ability of the system to
avoid service failures in the presence of faults. Our approach
applies the following fault tolerance techniques to ensure the
dependability of the system:

• error detection: identification of the presence of an error.
• fault masking: systematic usage of compensation to

conceal a possibly progressive failure.

B. Model-driven Development

Model-driven development is a system design approach
where the main product of development is the models that
describe the system. These models contain valuable infor-
mation about our system. Using the designed models, we
can derive additional models and generate software source
code/configurations. By using properly certified code gener-
ators, we can ensure the quality of the generated code, thus
avoiding errors from human coding, and ensuring the quality
of critical systems. We can also derive analysis models from
the engineering models.

C. Formal Verification and Dependability Analysis

In our approach, we rely on models as the main artifact of
the development. From the developed models we can derive
formal/analysis models and run qualitative analysis to find
causes of potential hazards and the effects of faults, and
quantitative analysis to calculate reliability and availability of
the system. Formal verification is a technique to exhaustively
examine the behaviour of the systems and prove the error-
free behaviour. Dependability analysis is based on stochastic
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models of the system: traditional engineering models have to
be enriched with fault-related probabilities and environmental
assumptions and stochastic analysis is used to ensure depend-
ability measures of the design of the system under the given
environmental conditions.

D. Gamma Statechart Composition Framework

Gamma is a statechart composition framework [1] designed
to model and verify component-based reactive systems and
generate code from the models. The tool supports the hierar-
chical composition of the statecharts, which enables engineers
to focus on subcomponents of the complex systems. The
framework raises a new modeling layer over engineering state
machines to describe communication between components,
making it suitable for modeling complex, hierarchical systems.
The tool allows the user to formally verify the models using
UPPAAL [2] and Theta [11]. Finally, source code can be
generated from the models.

E. Related Work

Various approaches exist in the literature to design depend-
able systems. The most commonly used architecture design
techniques in practice are manual construction of models and
using automatic techniques to synthesize full systems from
components. During the manual construction, the engineer has
to build everything from the ground up using well-defined
modeling languages like SysML [5], but has the freedom
to use any components, technologies and algorithms, at the
cost of having to implement them. Automated techniques on
the other hand like ArcheOpterix [7], can provide optimized
architecture, but at the cost of only building it from a set of
predefined set of elements.

In [6] a UML profile is defined to aid the dependability
analysis of real-time systems. The DAMRTS (Dependability
Analysis Models for Real-Time Systems) profile supports the
modelling of the probabilistic aspects of systems defines a
transformation of UML models to probabilistic timed au-
tomata.

A more comprehensive summary of the tools and algorithms
can be found in [12].

II. OVERVIEW OF THE APPROACH

This section details our approach for the dependable design
of component-based systems. We identified the following steps
that should be supported by the Gamma tool and the planned
transformations.

1) Functional architecture: The engineer designs the
functions/services of the system using the Gamma Stat-
echart Composition Framework. In this step, the focus
is on the intended functions/functionalities. The output
of this step is the function definitions as statecharts and
the functional architecture.

2) Environment modeling: In the second step, the engi-
neer enriches the model with the environment informa-
tion. The environment is described by stochastic events
or in the case of a complex environment, stochastic

behaviour models provide the inputs (and faults) for
the functional model. The environment can include
various inputs from the world outside of the system,
possible failure causes for both hardware and software
components. E.g. hardware failures can be caused by
overheating from a heatsource outside of the system.

3) FMEDA: In the third step, using the functional model
and the environment model the engineer manually per-
forms the Failure modes, effects, and diagnostic analysis
(FMEDA) to determine the error propagation and com-
pute the effects. The output of the analysis shows which
components of the system require fault-tolerant patterns
to meet the extra-functional requirements.

4) Applying dependabilty design patterns: In the fourth
step, the engineer can apply design patterns based on the
output of the FMEDA. Our goal is to support this step:
we plan to provide a library of fault-tolerant patterns
and corresponding transformations. At first, according
to the FMEDA, the engineers have to choose the design
pattern to be applied on the (critical) functions. The tool
will transform the model and apply the design pattern.
In addition, when the design pattern has to be fine-
tuned for the domain, the engineer can modify the result
accordingly by modifying/redefining the logic itself. Our
idea is not only to transform the model, but also to
define the constraints for deployment as annotations on
the model. Engineers can also configure the deployment
by changing the annotations.

5) Verification and extra-functional analysis: In the fifth
step, the verification and analysis can be performed.
Formal verification can be applied in two phases: at
first, the functional architecture model has to be verified
for providing the intended functionalities. Then, the
dependable functionalities and error propagation in the
system can also be verified by the advanced techniques
provided by Gamma. The dependability model of the
system containing the environmental and fault informa-
tion is analyzed by the stochastic analysis algorithms
in the stochastic Gamma [9]. When deployment is also
provided, the whole system can be evaluated from the
dependability point of view.

After the final step if the results of the analysis is not
acceptable the process can be repeated from Step 4. or a total
redesign of the system is needed.

III. DESIGH PATTERN LIBRARY FOR DEPENDABILITY

During the design of the system, architectural design pat-
terns can be used to ensure the dependability of the system.
The following design patterns were chosen to apply the fault
tolerant techniques and aspects presented in Section I-A.

Our plan is to provide a library supporting some of the well-
known design patterns for error detection and fault-tolerant
behaviour [4]. In order to reach the target dependability
measures, the applied design patterns must also follow de-
ployment constraints such as that variants must be deployed on
separate devices with similar capabilities. In addition, different
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technologies can be used to increase the fault tolerance of
the system, but those can add additional constraints during
the system design (e.g. Kubernetes [3] works with distributed
systems, thus only asynchronous components can be used in
the system).

In the following, each pattern is presented on an example
seen in Fig. 1. The engineer designs a part of the system
which contains three components connected to each other. The
FMEDA analysis shows that the component in the middle
(Component 2) is a single-point-of-failure, so the engineer
decides to use a pattern to increase the fault tolerance of the
system.

Fig. 1. Setup for the examples.

The fault-tolerant patterns provided by the library are the
following:

Category Fault-tolerant pattern
Error detection Two-channel architecture

with comparison
Error detection Two-channel architecture

with safety checking
Fault tolerance (HW) N-modular redundancy
Fault tolerance (SW) N-version programming
Fault tolerance (SW) Recovery blocks

A. Error Detection Patterns

1) Two-channel Architecture with Comparison: The two
channels work on shared input, with comparison of the out-
puts. This pattern provides high error detection coverage, but
can have increased detection latency.

• Parameters: Tolerance for accepting outputs as equal.
• Constraints: The channels must be deployed separately

to avoid common mode faults of the hardware compo-
nents, which could cause the faulty behaviour of both
channels.

In this example the engineer annotates Component 2 with
Two-channel Architecture with Comparison (2CC) from the
library as seen in Fig. 2. After the annotation, model transfor-
mation generates the components defined in the pattern. The
2CC pattern defines a second channel of the annotated soft-
ware component, a DataMultiplier to share the data between
the channels and a Comparator to compare the data from the
channels and raise an error signal if the output is outside the
acceptance range.

2) Two-channel Architecture with Safety Checking: This
pattern provides an independent channel for safety checking.

• Parameters: Explicit safety rules.
• Constraints: -
In this example the engineer annotates Component 2 with

Two-channel Architecture with Safety Checking (2CS) from the
library as seen in Fig. 3. After the annotation, model transfor-
mation generates the components defined in the pattern. The

Fig. 2. Model transformation for Two-channel Architecture with Comparison.

2CS pattern defines a safety channel to the annotated software
component, a DataMultiplier to share the data between the
channels and a Safety Checker to check the data from the
channels and raise an error signal if the output is outside
the acceptance rules. The generated safety channel is only a
skeleton, the safety engineer must implement the logic of the
channel according to the parameters.

Fig. 3. Model transformation for Two-channel Architecture with Safety
Checking.

B. Fault tolerance Patterns for Permanent Hardware Failure

1) N-modular Redundancy: This pattern provides fault tol-
erance by masking the failure with majority voting.

• Parameters: Number of modules.
• Constraints: The modules must be deployed separately

to avoid common mode faults.
In this example the engineer annotates Component 2 with

N- Modular Redundancy (NMR) from the library similarly as
seen in Fig. 4. After the annotation, model transformation
generates the components defined in the pattern. The NMR
pattern defines the replication of the annotated component N
times (where N is the parameter given by the engineer), a
DataMultiplier to share the data between the replicas and a
Voter to collect the data from the replicas and decide the output
with majority vote. The logic of the generated Voter can be
modified to achieve more complex fault tolerance.

C. Fault tolerance Patterns for Software Failure

1) N-version Programming: This pattern provides active
redundancy by using multiple software modules with diverse
implementations, algoritms and programming languages.

• Parameters: Number of variants, explicit acceptance
rules.

• Constraints: The modules must be deployed separately
to avoid common mode faults.
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Fig. 4. Model transformation for N-Modular Redundancy.

In this example, the engineer annotates SW Component 2
with N-Version Programming (NVP) from the library as seen
in Fig. 5. After the annotation, model transformation generates
the components defined in the pattern. The NVP pattern
defines the replication of the annotated software component
N times (where N is the parameter given by the engineer), a
DataMultiplier to share the data between the replicas and a
Voter to collect the data from the replicas and decide the output
with majority vote and to provide error signal if the output is
outside the acceptance range. The logic of the generated Voter
can be modified to achieve more complex fault tolerance.

Fig. 5. Model transformation for N-Version Programming.

2) Recovery Blocks: This pattern provides passive redun-
dancy with multiple software modules and acceptance check-
ing. The next module is executed only if the previous fails on
the acceptance check.

• Parameters: Number of modules, explicit acceptance
rules.

• Constraints: -
In this example, the engineer annotates SW Component 2

with Recovery Blocks (RB) from the library as seen in Fig.
6. After the annotation, model transformation generates the
components defined in the pattern. The RB pattern defines
the replication of the annotated software component N times
and Checker N times (where N is the parameter given by
the engineer) in a chain, a DataMultiplier to share the data
between the replicas. If the output of a replica is outside the
acceptance range the next replica is executed, if there are no
more replicas an error signal is sent.

IV. CONCLUSION

In this paper, we presented a design approach to design
dependable CPSs and we defined a library of dependability-

Fig. 6. Model transformation for Recovery Blocks.

related design patterns to aid the design process. In the future,
we plan to implement the approach and evaluate on industrial
case studies. In addition, the formerly introduced deployment
modeling approach [8] will also be integrated.

REFERENCES

[1] V. Molnár, B. Graics, A. Vörös, I. Majzik, and D. Varró, “The Gamma
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Abstract—Use of packet-based real-time audio and video
transmission gets more and more common nowadays. These
systems consist of precisely synchronized distributed nodes, the
synchronization is usually done using the IEEE 1588 Precision
Time Protocol. For example, the well-known Dante system also
utilizes PTP as the synchronization solution, and Audio Video
Bridging (IEEE 802.1BA-2011) as well. In this paper I intro-
duce a prototype system designed for hardware-level sampling
synchronization based on the STM32H743 480MHz Cortex-M7
microcontroller with the aim of describing the synchronization
algorithm. A custom extension board has been also made tailored
to the NUCLEO development board featuring the MCU to
provide us with the required analog and the synchronized I2S-
interface This board gives a place for the TLV320AIC23BPW
stereo CODEC performing A/D and D/A conversions. This system
is designed for audio-frequency range – that’s why I use audio
a CODEC instead of discrete A/D and D/A converters.

Index Terms—IEEE1588 PTP, Audio Video Bridging, Net-
worked embedded systems, Clock synchronization, Synchronized
sampling, Performance evaluation

I. INTRODUCTION

Nowadays demand on synchronized sampling in networked,
distributed systems on distant nodes is getting higher and
higher. Not only does professional equipment provide means
of precise synchronization but lower-tier gears of broader
range featuring such methods are more frequent as well.
Precise time and clock synchronization, essential for such
applications, may be done using several methods, but es-
pecially in networked system synchronization using IEEE
1588 Precision Time Protocol [1] (PTP) is quite handy: no
need for extra wiring and extra network and also network
equipment supporting PTP-message processing is getting more
common. In professional audio processing and transmission,
a tendency of digital tools and methods overtaking the analog
ones is visible, this is especially true in the case of video
transmission. Systems capable of such are the Audio Video
Bridging systems, which could not operate without a seamless
precise time and clock synchronization. The first Audio Video
Bridging (AVB) systems were designed for professional use
but nowadays we can notice the increasing usage by non-
professionals too. For now Ethernet standards including spe-
cific PTP profiles have been established particularly for use
in Ethernet-based AVB [2] systems, for example, the IEEE
802.1as [3] standard defining synchronization methods for use
in Audio Video Bridging.

In this paper, I introduce the prototype I have designed
using the STM32H743 [4] MCU, and I am going to mainly
focus on the hardware level sampling synchronization. In the
end I prove the system sampling accuracy through numerous
measurements.

II. SPECIFICATION

A. General Considerations for Distributed, Synchronized Data
Collector Systems’ Endpoints

I’ve found the following points the most important a syn-
chronized endpoint should satisfy:

• The system should be capable of clock synchronization.
Considering Ethernet-based data collector systems in
most cases it is carried out using IEEE 1588 Precision
Time Protocol.

• The system should feature hardware-level sampling syn-
chronization. This is mostly done utilizing some sort of
precise clock divider circuitry which allows tuning during
operation.

• It should provide the users of a simple way of attaching
to an already operating network, without causing any
interruption.

• The system should be equipped with some kind of analog
inputs and/or outputs where analog signals can enter or
leave the device. Devices working in the audio frequency
range mostly feature audio CODECs for managing A/D
and D/A conversions, designed particularly for such ap-
plications.

B. Specification of the Prototype System

The prototype system has the following main aspects:
The system is based on the STMicroelectronics’

STM32H743ZI [4] 480MHz ARM Cortex-M7
microcontroller. This device has an integrated Ethernet
MAC supporting PTP hardware timestamping and it features
multiple I2S-interfaces interconnecting the MCU and the
CODEC. A NUCLEO-H743 [5] development board is used
as base hardware environment. The MCU on the board is
clocked from a crystal oscillator I’ve installed on the board
after I had found the board controller’s clock output was
unstable.

The CODEC by type is the TLV320AIC23BPW [6], man-
ufactured by Texas Instruments. It features a stereo input and
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output – respectively one stereo A/D and one stereo D/A con-
verter – up to 96kHz data rate and 32-bit precision. Additional
features include a microphone preamplifier and biasing circuit
and a headphone amplifier to drive low impedance loads.

IEEE 1588 PTP is utilized for clock synchronization over
Ethernet, and the CODEC clock signals are synchronized to
the PTP-synchronized hardware clock. For the software stack,
flexPTP [7] is used. CODEC clock is generated using one of
the microcontroller’s built-in PLLs.

The system’s software architecture is built upon FreeRTOS
and lwIP. The vendor-given network drivers have been modi-
fied to support PTP-timestamping.

The system features an automatic network discovery service
helping the procedure of opening connection onto the device.
Samples are transferred over Ethernet in streams of UDP
packets using a non-standard, custom data structure.

An extension board has been designed to make it possible
to connect the CODEC with the NUCLEO development board
and to give place for the signal level analog circuitry. The
board offers two exclusive inputs and two outputs: a mic and
a line-level input and a line level and a low-impedance output
for headphones. According to measurements design intents for
noise coupling reductions were successful, the input circuitry
only displays a noise approximately with 0.4mV standard
deviation. The extension board analog circuitry

Fig. 1: Extension board top view

In the following, I’m going to focus on sampling syn-
chronization, but I also describe the details mandatory for
understanding sampling synchronization.

C. Time Synchronization Using IEEE 1588 Precision Time
Protocol

The IEEE 1588 Precision Time Protocol (PTP) is a stan-
dard method of precise clock synchronization over Ether-
net networks. PTP-networks consists of at least one master
clock featuring some kind of an accurate time base, and

of many slave-clock usually having less accurate timebases.
The synchronization itself is done by running controller or
servo algorithms receiving the momentarily time error in every
synchronization cycle.

Hardware clocks (e.g. PTP clocks) often feature an nPPS
(n Pulse-per-Second), most often a 1PPS signal output, which
is a square wave signal of n Hz having a distinguished edge
synchronized in phase to the hardware clock. (For example
rising edges in this signal are tied to seconds rollover.)
The nPPS signal along providing inter-device synchronization
verification means, also enable external devices to synchronize
to the hardware clock.

The software implementation I use for PTP synchronization
is the flexPTP [7] ported to the current microcontroller. Clock
increment is 5ns, tuning precision is 0.2328ppb. For tuning
the frequency I use a simple PD controller.

D. I2S-Protocol

The Inter Integrated Sound bus is a synchronous serial audio
stream transmission bus designed by Phillips Semiconductors
in 1986 [8]. The transmission is always point-to-point, usually
with one master and one slave device. The transmission unit is
a frame, containing 16-32-bit (per channel) full stereo samples.

Strictly the protocol defined three signals:

• a Serial Clock (SCK), clocking the transmission,
• a Word Select (WS) or Frame Select (FS), that selects the

channel for being transferred and initiates transmission,
• a Serial Data (SD), through which the actual sample data

gets transcieved.

The transmission is unidirectional, to achieve full-duplex
transmission, two synchronous I2S-buses should be joined.

E. Master Clock Generation

Although, the signals mentioned above are sufficient for
managing I2S-transmissions but usually the CODEC needs
a higher frequency Master Clock (MCLK) as well to drive
the converters. The I2S-signals SCK and FS derive from the
MCLK generated on the master device, that’s why they are
synchronous to MCLK.

The MCLK is being generated using one of the MCU’s
built-in PLLs. In the system, the CODEC is configured to work
with 16-bit samples using fs = 48kHz sampling rate. Accord-
ing to the CODEC’s datasheet, the MCLK frequency matching
these settings is 12.288MHz. This frequency is generated by
subsequent divisions of a higher (98.304MHz1) frequency
signal generated by a PLL using the crystal oscillator as
input source. The PLL offers a non-integer, fractional feedback
divider which allows sufficiently precise output frequency
tuning. However, it is significantly worse than frequency
divider found in the PTP hardware clock; therefore, it is a
future research direction how this part of the system can be
improved.
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Fig. 2: Cascade control system formed by the PTP master-
slave control path and PTP slave-I2S path

F. PTP-I2S Cascade Control

Sampling synchronization is achieved by synchronizing the
sampling clock to the PTP master clock through the I2S to
local PTP slave clock to remote PTP master clock cascade
control path depicted on fig. 2.

Control methods utilize tuneable frequency generating el-
ements in both loops, a precision frequency divider in the
PTP-loop and a PLL in the I2S loop. Phase synchronization
is performed through frequency tuning which avoids breaking
time monotonicity. At startup, I2S-synchronization starts only
after the PTP clock has settled.

PTP time error is calculated using the PTP’s error cal-
culation algorithm, in software (based on preciose hardware
timestamps), I2S time error is calculated using an advanced
algorithm described in the next chapter.

G. Algorithm of the Frame Select Signal (FS) Synchronization

MCLK can not be directly synchronized to the PTP-
controlled hardware clock. We achieve MCLK synchronization
by synchronizing the FS signal to the 1PPS signal. According
to the previous section, FS is synchronous to MCLK and vice
versa, that’s why synchronizing FS also synchronizes MCLK.

Time error between FS and the 1PPS edges can not be
determined directly due to the difference in the frequencies
of the signals. FS has a frequency equal to the sampling rate
(48kHz), 1PPS’s frequency is 1Hz.

The novel idea I introduced and applied here is the follow-
ing: synchronize every N th edge of the FS signal to the edges
of a virtual, mathematically created reference k-PPS signal. N
should be chosen so that k = fs

N is an integer. In other words:
a one second long portion of the FS signal should be exactly
split up into k pieces of N periods long portions.

1This frequency is 8 times greater than specified MCLK frequency. This is
the recommended frequency for driving I2S-related hardware blocks, which
manage further clock divisions.
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Fig. 3: FS signal synchronization using virtual k-PPS signal

Using MCU’s special hardware features we can obtain
timestamp to every N -edge of the FS signal. Taking advantage
of k and N are integer as well, synchronization can be done
only considering timestamps’ sub-second fields. The reference
k-PPS signal mth timestamp – not considering the seconds
part – is mathematically calculated as follows:

Ttick[m] = m · 1

k︸︷︷︸
tkPPS

, m ∈ [0..(k − 1)|N]. (1)

For every FS timestamp TFS we can always find a the closest
k-PPS edge:

mclosest = round(
TFS

tkPPS
) = round(TFS · k). (2)

Combining the previous equations time error (∆t) to this
closest edge is as follows:

∆t = TFS − round(TFS · k)

k︸ ︷︷ ︸
mclosest· 1k

(3)

Running an adequate servo algorithm tuning the PLL which
produces MCLK, it can eliminate time error and synchronize
FS to the PTP hardware clock.

In the system, I use a simple PD-controller for this purpose
as well.

III. PERFORMANCE EVALUATION

A. Kinds of measurements

I carried out two types of measurements:
• I made long term measurements on PTP synchronization

quality by logging time error printed on the node’s
software console. According to the physical signal time
interval measurements, time error values reported by
the software are accurate. This paper does not focus
on PTP subsystem evaluation, but having a stable time
synchronization is mandatory for synchronized sampling.

• I also made a long-term measurement on synchronization
quality. I’ve been logging the FS signal edge-to virtual k-
PPS signal edge time errors.
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Fig. 4: Long term PTP stability measurement

B. Test equipment

For the PTP master clock, I used an Intel 82576 PTP-
compliant network interface card controlled by the linuxptp
software stack. The less accurate timebase installed on the NIC
compared to a grandmaster clock’s does not effect sampling
synchronization.

For generating the triangle wave test signal I used a HP
3314A function generator.

Tests were done using two nodes featuring the same hard-
ware and software. Collected data have been transferred to a
PC and have been plotted using Matlab.

C. Results

The result of the long-term PTP-measurement are shown in
fig. 4, results of the long-term FS time error measurement are
displayed in fig. 5. At the beginning of the FS measurement
plot, a random frequency noise of the crystal oscillator can
be observed likely due to some thermal biasing. Error values
shown on the fig. 5 only displays FS-to-1PPS error, error
values do not have the PTP-error added, there’s no significant
mathematical correlation between PTP error and FS-to-1PPS
error. (PTP errors also can not be determined in every FS
synchronization cycle.)

Fig. 6 is a close-up on a single sample point from a
triangle wave near zero crossing. Horizontal offset is due to
synchronization time error, vertical due to analog circuitry
inaccuracies.

IV. CONCLUSION, SUMMARY

According to the measurements, the system is capable of
precise sampling in the range of audio frequencies. Maximum
synchronization error between two separate nodes, taking
one node’s maximal FS time error as 2µs, is approximately
4µs. This level of synchronization is far sufficient for audio
frequency range sampling. I made measurements with FS
synchronization turned off, the magnitudes of varying phase
error, originating from the crystal’s inaccuracies were clearly
bigger.
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Fig. 5: Long term FS time error measurement

Fig. 6: Close up on a single sample point from a triangle wave
measured by two nodes

Although this papers’ aim was mainly not to evaluate PTP
synchronization stability, the PTP clock also performed well.
The time error inferred from the PTP time error is smaller with
an order of magnitude than the FS signal synchronization time
error.
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Abstract—Different arguments were being presented in the last
decade about CubeSats and their applications. Some of them
address wireless communication (5G and 6G technologies) trying
to achieve better characteristics as coverage and connectivity.

Some arrived with terms as IoST (Internet of Space Things),
Internet of Satellites (IoSat), DSS (Distributed Space Systems),
and FSS (Federated Satellite Systems).

All of them aim to use Small/NanoSatellites as constella-
tions/swarms is to provide specific services, share unused re-
sources, and evolve the concept of satellites-as-a-service (SaS).

This paper aims to emophasize performance attributes of
such cyber-physical systems, model their inherent operational
constraints and at the very end, evaluate the quality of service
in terms of figures of merit for the entering/leaving of new
heterogeneous constituent systems, a.k.a satellites, to the con-
stellation. This ”whitepaper”-styled work focuses on presenting
the definitions of this heterogeneous constellation problem, aims
at its main capabilities and constraints, and proposes modeling
approaches for this system representation and evaluation.

Index Terms—cubesats, constellation, cyber-physical systems,
IoSat, IoST, DSS, FSS

I. INTRODUCTION

As the space became more and more accessible, new
ways of thinking about the space services have also become
more feasible. Issues, like flight formation, constellations, and
swarms of satellites were always desirable for the leading
space agencies and enterprises. GNSS [1], Sentinel [2], and
Iridium [3] are examples of well-established satellites con-
stellation systems, using the coordination between specific
purpose developed spacecrafts for global positioning, earth
observation and IoT communication, respectively.

The rapid electronics advances, increase of processing capa-
bilities, and low power consumption changed this discussion
completely. Since the introduction of the CubeSat standard
[4], many works aim the exploration and development of
new capabilities for these small satellites [5]. Additionally,
the decreased size of these platforms also reduced the launch
costs [6], [7]. Now, it is possible to, literally, launch hundreds
of less than 5kg satellites, each one with entirely different

Funding CAPES process number 88882.444451/2019-01

payloads, characteristics, owners, and purposes [8]. All these
points lead us towards a new era of re-thinking the idea of
satellite constellation systems and their applications.

This work aims to evaluate the primary constraints, prob-
lems, and capabilities of such new ideas of using CubeSats
in the context of decentralized ownership of heterogeneous
satellites cooperating to achieve a common goal, what we can
call a Federated CubeSat System.

II. CONCEPTS

Distributed Satellite Systems, DSS, are defined as space
systems that allocate functionality through multiple constituent
systems to achieve a common goal [9]. These constituent
systems are generally different spacecrafts with [10]: (a) same
capabilities (constellations and swarms) or; (b) fragmented
functionalities, each satellite performs a different activity to
achieve the main goal or; (c) decentralized ownership, a
federated satellite system (FSS), where different organizations
contribute with new satellites and infrastructure.

More specific about the FSS, this kind of system-of-systems
establishes the active sharing of unused resources of the mul-
tiple constituent systems offered for exploitation in different
ways. Shared resources from hosted payloads can service time,
processing power, and data rate. Different integration concepts
include Internet of Satellites, IoSat, and Internet of Space
Things, IoST. They focus on communication and connectivity,
relying on the involvement of the spacecrafts on what is called
Inter-Satellite Networks, ISN, and Inter-satellite Links, ISL
[11].

Key enabling technologies [10], like: (i) dynamic resource
allocation and balancing; (ii) power-efficient software-defined
radios; (iii) satellite negotiator; (iv) software-defined satellite;
(v) virtual space missions, should also be taken into consider-
ation to make these kinds of systems possible.

Once the FSS has implemented the satellite services, its
generated payload data can become commodities from the
user’s point of view, the satellite-as-a-service (SaS). Here, we
use the concept of FSS not only for spacecrafts, but we intend
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to expand the idea to the whole space system (space, ground,
and user segments).

III. PROBLEMS, REQUIREMENTS & CONSTRAINTS

The major problem in dealing with FSS is its lack of homo-
geneity [10]. Managing heterogeneity requires some common
rules. Starting with a Systems Engineering approach, we
must define such a system’s primary needs, goals, objectives,
and constraints. The goal is to develop measures that will
drive each constituent system’s impact, with their particular
capabilities.

Let us use as an example the Brazilian Environmental
Data Collection System, BEDCS, [12] and its exploitation as
GOLDS – Global Open coLlecting Data System [13]. The
BEDCS and GODLS serve identical overall needs, goals, and
objectives, get the data from the Data Collection Platforms
(DCP) spread around a specific territory, and send it to the
Ground Stations. However, they differ in constraints due to
the capabilities of their constituent systems (Figure 1).

For the BEDCS, we have the SCD and CBERS family
satellites. These satellites differ in form, design, mission, and
primary objective. The CBERS main goal is Earth Obser-
vation, and the Data Collection is secondary. Nevertheless,
they share the Ground Stations and the hosted payload, which
requires simultaneous access/contact with DCP and Ground
Station.

The GOLDS, on the other hand, intends to use a new
generation of CubeSats from CONASAT and CATARINA
constellations beside the SCD and CBERS satellites. Each
constellation has its particular objectives, but they will share a
common goal for the GOLDS through a new hosted payload,
the Environmental Data Collector (EDC), that enables the
GOLDS to be global and overcome the simultaneous visibility
constraint from BEDCS. Turning the data collection global, we
start to deal with new constraints, such as data storage capacity
and download rates.

Fig. 1. Baseline and possible composition view of the BEDCS/GOLDS SoS
and its constituent systems.

This simple example causes minimal impact on the individ-
ual spacecrafts. And it offers services based upon availability
of the resources without modifications in the space-to-ground
links. We have different satellites cooperating built up by using
different technologies, from different organizations [14]. New
terrestrial DCPs can enter the network, increasing the demand
and the regions of interest, i.e., global. Ways to measure the
quality of the service, as FSS, must be considered, even more
with the effects of new arriving constituent systems.

A. Setting up the requirements

We can derive some requirements for the constellation from
the definition of the goals and objectives of the FSS.

Functional and extra-functional requirements should be de-
rived, but how to do it once we do not control the constituent
systems? One approach for that is the approach driven with the
unifying concept of operation, ConOps, and its requirements
[15]. The federation as a single System of Systems, SoS, has
unique characteristics and requirements that the sum of its
parts should meet. At the same time, every single participating
satellite still keeps its original primary designated mission
[16].

Back to the BEDCS/GOLDS example, we can use the
ConOps characteristics [15] to define some requirements for
the idealized FSS:

• Data Availability
– The data will be processed onboard for the EDC pay-

load satellites, and on ground for SCD and CBERS
satellites.

– The data must be available as soon as the Mission
Center validates the acquired data.

– All the data is centralized at the Mission Center,
located in Brazil.

• Communication Architecture
– Each satellite must define its particular downlink data

rates in compliance with its ground stations.
– The access link between any satellite and the ground

stations must be enough to download all the data
from one complete orbital period.

– The access link between any satellite and one DCP
must be enough to upload all the DCP data available.

– The revisit time (time between two consecutive over-
passes on the same target) for one DCP must not be
more than 1 hour.

• Tasks, Scheduling and Control
– The use and control of the hosted payload, EDC,

must respect the BEDCS/GOLDS decisions and the
satellite resources availability.

– All the federated ground stations must be capable of
controlling the hosted payload, EDC.

• Timeline
– The BEDCS/GOLDS must have the flexibility to

receive new satellites with the hosted payload, EDC,
to its federation.

– The BEDCS/GOLDS must have the flexibility to
retire satellites from its federation to maintain the
federation quality of service.

• Fault Management
– In case of a fault on an FSS constituent system, the

Mission Center must be able to perform a reconfig-
uration on the FSS resources.

– The time for reconfiguration must not exceed one
operation planning period (operational activity when
all the operational procedures are planned for a

26



specific period of time, i.e., overpasses, flight plans,
calibration, etc.).

As a System of Systems, an FSS evolves. Its behavior
can be defined in terms of its systems independence and
interoperability or, to be more specific, retrofitting, which is
the capability for systems to interoperate on-demand to meet
mission objectives as soon as a new satellite arrives/leaves the
federation [17].

B. Constraints

Even knowing the overall objectives of an FSS, some items
can remain fuzzy, again, due to the heterogeneity of the
constituent systems. How to dynamically integrate unknown
resources? Will the system correctly provide the services?
Looking at the limitations of our system is, sometimes, more
productive. The constraints of the FSS can best formulate the
boundaries of its solution space.

The requirements presented earlier can be refined into more
detailed requirements and resource constraints. Data availabil-
ity requirements create constraints on each constituent satellite
on data storage and processing. Communication Architecture
characteristics derive constraints on bandwidth and data rates
to download DCP data. Power consumption and federation
engagement time on available resources constrain satellite
control and tasks scheduling. The deployment/retirement of
new satellites requires a capability of reconfiguration and
retrofitting on the FSS. Fault management requirements also
influence the FSS configuration.

Extensibility demands the introduction of quality measures
into the set of requirements. The respective required minimal
and offered values for new constituent satellites decide their
integration. , e.g., at least 90% of all DCP coverage, minimum
of 10% engagement time for non-dedicated satellites, 2 GB
DCP data storage capacity, 2W peak power consumption,
one day revisit time, minimum 10 minutes ground station
access time per day, at least one dedicated ground station and
communication channel [13].

For example, Figure 2 shows the constraint of the
BEDCS/GOLDS satellites coverage of DCP.

Fig. 2. Coverage Constraint Problem for BEDCS.

Note that, on BEDCS satellites, the access only exists if
the satellite can ’view’ the DCP and the Ground Station
simultaneously, it is a COVERAGE constraint problem.

From now on, we will handle these constraints with the
help of the mathematical paradigm called the Constraint

Satisfaction Problem (CSP). CSP is an approach that facilitates
estimating a single solution, all solutions or the best solution
for problems with limitations or conditions, defined into a
domain set.

We can define each DCP as a region of interest (ROI) for
the satellite and has its field of view (FOV).

ROI = [ROI1, ROI2, . . . , ROIn]

The same for the ground station(s):

GrSt = [GrSt1, GrSt2, . . . , GrStn]

The Satellite has its FOV but it changes over time (orbit):

Sat = [fov(t)]

If we deal with different satellites:

Sat = [fov1(t), fov2(t), . . . , fovn(t)]

Fig. 3. BEDCS Coverage Constraint Problem Model

Once the constraints are satisfied we have a successful
access as can be viewed at the Figure 3.

As the satellite FOV changes over time, we will have an
solution for each instant of time.

Given a time interval t = [0, . . . , k] , the sum of these
solutions for a specific ROI will give us the COVERAGE
characteristic of the satellite for that ROI.

Moreover, if we have a constellation of n satellites, we can
derive the constellation COVERAGE for a specific ROI as the
sum of each satellite set of solutions.

As we go to the GOLDS concept and the hosted EDC
payload, the same problem of COVERAGE transforms itself
into a CSP on data storage. The covered DCP networks upload
to the satellite an amount of data associated with each ROI:

Data = [Data1, Data2, . . . , Datan]

Nevertheless, the satellite has two parameters, FOV and
available storage at that specific time, storage(t).

Sat = [(fov(t), storage(t))]

Again, if we deal with different satellites:

Sat = [(fov1(t), storage1(t)), ..., (fovn(t), storagen(t))]
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Fig. 4. Data Access as Coverage Constraint Problem Model

Once the constraints are satisfied, we have successful access,
as can be viewed in Figure 4.

As the satellite FOV changes over time, we will have a
solution for each instant of time.

Given a time interval t = [0, . . . , k] , the sum of these
solutions for a specific ROI will give us the COVERAGE
characteristic of the satellite for that ROI.

Moreover, if we have a constellation of n satellites, we can
derive the constellation COVERAGE for a specific ROI as the
sum of each satellite set of solutions.

At the end, the sum of sets of solution for a specific ROI
of the BEDCS and EDC satellites give us the COVERAGE of
the GOLDS for that specific ROI.

So, evaluating the actual configuration characteristics (i.e.
coverage, available satellites, ground stations, storage data,
power, revisit time) and the desired configuration to achieve
the expected quality of service is a must. This reconfiguring
capability configures an FSS emerging behavior by trans-
lating into a Constraint Optimization Problem instead of a
satisfaction-only problem optimizing service provision with
available resources.

IV. CONCLUSION

Developing a Distributed Satellite System is a challenge
task. Validating this idea using CubeSats can be game-
changing for the next years. Distributed CubeSat Systems have
not yet been demonstrated in large scale, with exception of
Planet and Spire over more than 40 proposed constellations
and Federated CubeSats concepts have not yet flight.

We propose a possible protocol/process to validate the
impacts on a heterogeneous federate CubeSat system of a new
satellite or group of satellites deployed in orbit to work in
this federation. What is the problems inherent to this kind of
system? What to expect from the evolution of this SoS? How
much can be modeled once we do not have control over the
constituent systems?

Using the BEDCS/GOLDS constellation as an example,
we could translate some of the main characteristics of such
constellation concepts. We could also start to theorize over this
complete satellite system (space, ground, and user segment) as
an idea of cooperation and sharing of resources.

Another thing is how to simulate the system. As a dynamic
system, the federated CubeSat system and its constituent satel-
lites time dependent, and the fulfillment of their constraints

will also change over time. Some tools can be used for that,
orbit simulators are well-known but some work is necessary,
e.g. NASA General Mission Analysis Tool. Mainly we focus
about the representation of the resources available at the
system.

We still have significant work to do, not only on the
modeling/model side but also on correctly picking the main
attributes of this kind of constellation to better formulate the
questions we have been asked during this whole paper.
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mechanisms and the current state of technologies in the field of 
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I. INTRODUCTION 

In the recent years there was a steady increase in the 
number of sold wearables such as smartwatches and 
wristbands that can track many vital functions such as heart 
rate, body activity or respiration [1]. These devices usually 
employ standard wireless data transmissions based on radio 
frequency (RF) such as Bluetooth, Bluetooth Low Energy 
and Zigbee, which even though strive for lower power 
consumption, can still prove inadequate for 24-hour medical 
usage [2], [3]. The IEEE 802.15.4. standard for low power 
Zigbee protocol indicates the output power of 0 dBm (1 mW) 
for transmission at the maximum rate of 250 kb/s which can 
use up a normal lithium-ion battery in a few hours [4]. The 
research on military grade equipment that would provide a 
very low energy consumption for devices that are a part of 
wireless body area network (WBAN) has stated that the 
highest battery usage came from RF communication and that 
significant savings could be made by performing data fusion 
on the sensor nodes themselves and by reducing the 
transmission rate [5]. Furthermore, since standard 
technologies operate at higher frequencies, the range that 
those devices have is usually much larger than necessary, 
which wastes energy and can become a security risk for 
outside intruder attacks such as eavesdropping on the highly 
private information and even extracting them while 
impersonating a legitimate WBAN client [4]. In 2007, a 
former vice-president of the United States Dick Cheney has 
requested that a wireless control compartment of his 
defibrillator be removed as he feared that it might be used in 
a hacking attempt to deliver a fatal electric shock directly to 
his heart [6]. 

The concept of using human body as a conductor for 
electrical current and to transmit information was first 
explored by Zimmerman [7] who labeled those systems as 
Personal Area Networks (PAN). PANs would be able to 
unite multiple in-body and on-body devices without usage of 

excess cables and I/O redundancies through usage of 
intrabody communication (IBC). This opens the possibilities 
of developing medical devices that use IBC to perform 
communication between each other. For example, an insulin 
pump could be used in conjunction with a glucose level 
sensor to measure the levels of glucose in a human body and 
achieve a continuous transfer of the data to the insulin pump 
via IBC [8] or to a wearable bracelet which can then display 
the measured glucose levels to the user [9]. Furthermore, this 
way of communication can be established between two 
bodies that are touching, which could enable the transmission 
of data between two people [10] by simply touching fingers 
or shaking hands. 

There are multiple methods of intrabody communication 
which have been explored so far that offer a possibility of 
better characteristics in terms of battery usage, safety, and 
speed than standard RF communications, such as ultrasound, 
magnetic resonant coupling, galvanic coupling, and 
capacitive coupling [9]. Research by Galluccio et al. [11] has 
shown that due to the human body composition which is 
65% water, a communication using audio waves at 
frequencies above 20 kHz (ultrasonic) had significant 
potential, but issues such as tissue heating and cavitation 
(bubbles of air within an acoustic field can expand and burst, 
causing damage to biological tissues) presented that there are 
still drawbacks that must be further explored. Meanwhile, 
research by Koshiji et al. has proposed usage of loosely fitted 
coupled coils around parts of human body that could be used 
to transmit and receive magnetic energy [12]. This method 
used the property of magnetic fields to freely flow through 
biological tissue. While these two methods of coupling for 
intrabody communication have been researched and have 
their benefits and drawbacks, this paper will focus primarily 
on two main methods of intrabody communication, which 
are capacitive and galvanic coupling. Both methods employ 
a transmitter and a receiver that are battery powered and 
have a pair of electrodes. They differ in the way electrodes 
are set up on the human body and the way the signal 
propagates through the communication channel. 

II. INTRABODY COMMUNICATION 

A. Capacitive Coupling 

Capacitive coupling method utilizes a transmitter and a 
receiver which consist of two electrodes, a signal electrode 
which is attached to the human body and a ground electrode 
which is oriented towards the environment. Both transmitter 
and a receiver are electrically isolated and battery powered. 
When a weak electric field is present, human body acts as a 
signal guide and couples the signal electrostatically [7] while 
the return signal passes through the environment as shown in 
Figure 1. These induced electric fields appear between all 
parts of system that are at different potential. The 
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transmission signal is generated by modulating the voltage 
between two signal electrodes and is then received and 
decoded by the receiver. The induced current through the 
human body is measured in order of magnitude of 
picoamperes, and therefore presents no harm to organism 
[13]. Furthermore, as most of signal is confined to the body 
while the human body acts as an electric conductor, this 
minimizes the required transmission power [14]. The 
received signal level is affected by many factors, such as the 
signal frequency, position of electrodes, orientation of the 
transmitter to the receiver, the size of the receiver ground 
plane, and the surrounding environment. Usual ranges of 
signal frequencies are between 1 and 100 MHz. Lučev et al. 
[15] have shown that for capacitive coupling in this 
frequency range the channel gain increases with signal 
frequency for 20 dB/dec up to around 45 MHz, after which it 
decreases. But as the frequency increases, the human body 
starts acting as an antenna and the radiation of signal into the 
environment is no longer negligible [14]. 

 

Research by Fujii et al. has shown that by reducing the 
size of transmitter by half the received signal voltage was 
reduced by nearly 50%, compared to only 10% drop when 
increasing frequency from 10 MHz to 100 MHz [16]. Haga 
et al. have shown that the most sensitive factor for the signal 
strength maximization was the separation distance between 
two electrodes, as increasing the distance reduced the 
capacitance and therefore induced more energy into the body 
[17]. Furthermore, the size of the ground electrode also had 
an impact on the transmission gain, with larger electrode 
increasing it. The gain was also not affected by the size of 
signal electrode in case it was in contact with the human 
body. If the signal electrode was not in contact with the 
human body, then the size of signal electrode also should be 
maximized to reduce the capacitive loss between the signal 
electrode and the body. Zhao et al. [18] have experimented 
with design of wristband and found that the best result for 
wristband was achieved when the separation of two 
electrodes was maximized, with the signal electrode being in 
a direct contact with human body and ground electrode being 
on the top of the wristband. However, for the mobile phones, 
it was shown that due to huge variety of ways to hold a 
mobile phone, an optimal design must be found that would 
prevent the user from short-circuiting the electrodes. Even 
though the larger sizes of electrode produced better results, 
the size of wearables and medical instrumentation cannot be 
too large as it would cause inconvenience or burden for the 

user. Therefore, a compromise must be found while 
designing such devices. 

When analyzing the effect of body positions on 
capacitive coupling, Lučev et al. have analyzed different 
positions such as sitting and standing while the transmitter 
and receiver electrodes were either on the same arm, or on 
the different arms which increased the distance [15], [19]. 
Subjects were asked to sit, stand, hold one arm upwards, 
swing the arm, or hold both arms parallel to the floor. The 
results showed that for lower frequencies, the body geometry 
and arm movement had little to no influence on the measured 
transmission, while for 40 MHz and higher frequencies the 
change in gain increased to around 20 dB and was influenced 
by body geometry. Seyedi et al. have explored the effect of 
the limb positions and joints to the transmission gain by 
placing electrodes on the left forearm and upper left arm 
[20]. Subject was then asked to stand and perform four 
different positions with left arm being bent at 45°, 90°, 135°, 
and 180°, respectively. It was shown that the presence of a 
joint has attenuated the signal more in frequency range 
between 60 MHz and 170 MHz. It was also again shown that 
the position had almost no influence for frequencies lower 
than 40 MHz in case the distance between transmitter and 
receiver remained the same, while for higher frequencies the 
attenuation was proportional to the angle between forearm 
and upper arm. Sasaki et al. have researched the contribution 
of the ground loop through the floor in IBC by placing the 
subjects on different types of floors [21]. The subjects wore 
transmitter or receiver wrists and stood on a carpet-covered 
metal floor, concrete floor, hardwood floor and wooden chair 
to be above the floor while touching a receiver on an 
aluminum stand. The results have showcased that the 
influence of the ground loop was not significant, as most of 
signal transmission occurred through the capacitive coupling 
between the transmitter, the receiver, the human body, and 
the aluminum stand. 

Hou et al. have designed an IBC system based on 
capacitive coupling capable of transmitting image data [22]. 
By using on-off keying (OOK) modulation with a 20 MHz 
carrier signal, they achieved a stable image transmission 
through the body at a rate of 445 kbps. They have also 
achieved the transmission between two bodies using the 
handshake as a contact point. OOK modulation was used as 
it outputs no carrier when transmitting low level and 
therefore saves energy which makes it suitable for IBC 
systems which aim to achieve low power consumption. Cho 
et al. have designed a transceiver which can achieve 80 Mb/s 
data rate with half duplex communication or 40 Mb/s data 
rate for full duplex communication, with an energy 
consumption of 79 pJ/b [23]. As described in the paper, this 
transceiver has been designed to support two modes of 
operation: the entertainment mode in which the speed and 
full-duplex is prioritized and healthcare mode with ultra-low-
power consumption and high Q-factor. Recently, it was 
shown that a stable capacitive return path can be 
accomplished even in implantable devices in case the ground 
electrode is isolated from the human tissue [24].  

B. Galvanic Coupling 

Galvanic coupling was first observed by Handa et al. in 
1997 [25]. Like capacitive coupling, it uses human body as a 
transmission channel for signal propagation, but the signal 
return path in galvanic coupling is confined fully within the 
human body. In galvanic coupling both signal and ground 

 
Fig. 1. Capacitive coupling diagram showing the flow of the 

electrical field from the environment to the electrodes and from 

electrodes to the human body 
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electrodes must be in contact with the body on transmission 
and receiving side. Primary current flows between the 
transmitter electrodes, while a small portion of it propagates 

through human body and can be detected as an alternating 
potential difference between the receiver electrodes [13], as 
seen in Figure 2. The propagation of the signals through 
human body is possible due to the relative permittivity and 
electrical conductivity of the body [26]. Same as capacitive 
coupling, galvanic coupling also offers low power 
consumption and low frequency signals. Galvanic coupling 
is advantageous in that the signal path loss is lower within 
the human body than it is through the air. This means that the 
return signal path is not affected by the environment as it is 
in capacitive coupling. However, due to attachment of low 
impedance ground electrode in proximity of signal electrode, 
the signal attenuation is larger. The signal attenuation also 
increases with the distance [27]. 

Wegmueller et al. have compared different electrodes 
that can be used for galvanic coupling by generating a 1 mA 
current signal modulated in the frequency range of 10 kHz to 
1 MHz. The tested electrodes were Swaromed REF 1008, 
Neuroline 715 and Blue Sensor BR. For Blue Sensor 
electrodes, different sizes of electrodes were also tested. In 
conclusion, the electrodes with a lower resistance led to a 
lower attenuation. If the electrode was smaller, the measured 
resistance was larger, and the capacitance lower, therefore 
larger electrodes proved to be better for galvanic coupling. 
Furthermore, solid-gel electrodes with lower capacitive 
values have achieved better results than pre-gelled electrodes 
[28]. Wegmueller et al. also kept the transmitter and receiver 
electronically isolated by using battery powering of the 
transceiver units and a serial optical connection to connect 
the units via a universal serial bus (USB) to a standard 
computer. This way, the units were entirely electrically 
decoupled from any power lines and adhered to safety limits 
[29]. 

Galvanic coupling signals can travel through skin, muscle 
and fat tissues and its properties are affected by the tissue 
layer that is used as a medium [9]. Research by Song et al. 
has discovered that distribution of electrical potential was 
mainly confined in the upper layers of skin and fat, while the 
muscle had relatively lower potential. When transmitting 
signal through the extremities, the attenuation increased with 
distance, while the signal attenuation through thorax was 
relatively independent of location. The signal transmission 
distance had less influence on signal attenuation at lower 
frequency ranges such as 10 kHz – 100 kHz, at 100 kHz –

 500 kHz the distance started to influence the attenuation and 
at 500 kHz – 5 MHz range, the signal attenuation was highly 
influenced by distance. Same as in capacitive coupling, joints 
acted as a blockage and added an attenuation of more than 
10 dB [29], [30]. This was because joints mostly consist of 
low-conductivity bone tissue, with less high-conductivity 
muscle and fat tissue. 

Galvanic coupling uses low frequency ranges, usually 
between 10 kHz and 1 MHz [14]. Since low frequencies 
cannot support high bandwidth, Asan et al. have proposed 
usage of fat tissue to achieve low loss microwave 
communication in frequency range of 1.7 GHz to 2.6 GHz 
[31], [32]. The measurements have shown that loss was 
around 2 dB per 20 mm in phantom, while in ex vivo model 
the loss was around 4 dB per 20 mm. Compared to 
transmission of the same frequency signal through the 
muscle tissue, the loss was two times lower. The optimal 
thickness of fat layer for signal transmission was 25 mm, 
however the research did note that variation in body 
composition has not been considered and the signal quality 
might be affected in patients with low body mass index as 
thickness of fat layer decreases. 

Usefulness of galvanic coupling in field of practical 
application was already demonstrated in several cases. 
Vizziello et al. have transmitted electromyography data in 
both ex-vivo and in-vivo tissues using galvanic coupling [33]. 
The achieved SNR for 9 cm distance was 20.45 dB and the 
performance was almost error free, therefore showcasing the 
reliability and robustness of this type of communication. This 
application of galvanic coupling could be used to transmit 
sensed signals from a healthy muscle to a close one that is 
unable to receive natural input signals due to a nerve 
compression. Hachisu et al. have designed bracelets that 
were worn around wrists and could detect whether a contact 
was made with another person who was also wearing the 
bracelet [10], [34]. The bracelets contained a three-axis 
digital acceleration sensor, and the acquired values were then 
used to determine the type of contact. The bracelet could 
recognize with an accuracy over 85% if the contact has been 
conducted with a handshake or only fingertips, and if only 
with fingertips, with how many. The bracelets could also 
glow if the contact was made. Noormohammadi et al. 
proposed an ultra-low-power communication approach 
between an implant and an on-body device [35]. A carrier-
less signal was used to reduce power consumption. The total 
power consumption for this method was 45 µW for the data 
rate of 64 kb/s. The bit error rate was less than 0.5% for 
14 cm distance in homogenous medium and less than 2.5% 
for 10 cm distance in a multilayer and complex medium 
without any channel coding techniques. This showed that 
galvanic coupling could be used for communication with 
implants that were placed inside the body. 

III. CONCLUSION 

In this paper a short overview of two main methods of 
IBC have been described: capacitive and galvanic coupling. 
Both methods showcase the possibility of using human body 
as a communication channel for transmission of data using 
small amount of energy which is important for medical 
devices that must operate 24 hours a day. While capacitive 
coupling can achieve higher transmission rates than galvanic 
coupling, it is much more influenced by the environment. 
Galvanic coupling on the other hand despite slower speed 
achieves safer transmission of private data as there is no 

 
Fig. 2. Galvanic coupling between transmitter and electrode on a 

human arm 
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leakage of signals. Moreover, both methods were already 
used to achieve continuous, low error communication 
without using error correction algorithms, therefore proving 
their robustness and reliability as communication methods. 
More research is needed in these fields as to explore the 
possibilities of usage of such communication methods in 
medicine and in other fields.  
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Abstract—Mendelian randomization (MR) is often used in
medical studies and biostatistics, to reveal direct causation effects
between exposures and diseases, typically the effect of some
exposure (like chemicals, habits and other factors) to a known
disease or disorder. However, this procedure has some strict pre-
requisites, which often do not comply with the known variables,
or the exact causal structure of the variables is not known in
advance. In this study, we investigate the use of constraint-based
causal discovery algorithms (PC, FCI and RFCI) to produce a
sufficient causal structure from the known observations, to aid us
in finding variable triplets, upon which MR can be performed.
In addition, we show that the validity of MR cannot always
be determined based on its results alone. Finally, we investigate
the application of the MR principle to determine the direction
of causality between variable-pairs, which is a problem most
constraint-based causal discovery methods struggle with.

Index Terms—Mendelian Randomization, Bayesian networks,
constraint-based causal discovery, causal effect strength, bio-
statistics

I. INTRODUCTION

In this study, we investigate three constraint-based causal
discovery methods, and Mendelian Randomization (MR),
which is a well-known method for causal effect estimation
in biostatistics and medical studies, and then we examine
two different approaches to combine them. A similar study
including genetic anchors has been performed by Howey et al.
[1], in which they investigated some simple causal structures
regarding MR. Here, we take a more general approach with
regards to the size and number of the investigated causal
graphs, and we also examine the usability of the MR principle
to help determine the direction of causality in uncertain cases.

II. MENDELIAN RANDOMIZATION

MR can be classified as a local causal discovery method
applied in the field of genetic studies. However, while obser-
vational data based general causal discovery methods learn the
causal structure from data with no prior assumptions regarding
the structure, MR methods are based on a predefined causal

This research was supported by the ÚNKP-21-5-BME-362 New National
Excellence Program of the Ministry for Innovation and Technology from the
source of the National Research, Development and Innovation Fund, and the
János Bolyai Research Scholarship.

structure relying on a set of assumptions which need to be
fulfilled [2]. The MR model (causal structure) is a causal chain
formed by a triplet of variables (G→ E → D) which consists
of the following elements:

• Genetic variant (G): the gene whose effect is being
studied.

• Exposure factor (E): an event, occurrence or influencing
factor to which susceptibility is influenced by a genetic
variant, and that factor has an effect on the disease.

• Disease (D): the diagnosis itself, which may be influenced
by the previous factors.

• Confounding factor (U): additional variable that is not
part of the chain but may affect the exposure and disease
variables.

MR methods use the effect size (e.g. log odds ratio in case
of categorical variables) between the gene - exposure (βGE)
and the gene - disease (βGD) variables to infer the magnitude
of the effect between the exposure and the disease (βED) as:
βED = βGD

βGE
, which can be treated as a Wald ratio and its

significance can be determined accordingly [3]. A significant
ratio can be considered as an indication that the causal effect
between the exposure and the disease is significant and that
the causal relationship E → D exist.

The assumed MR structure (displayed in Fig. 1) encodes
the following assumptions:

• A1: The association between the genetic variant and the
exposure factor should be strong. In its absence, the
strength of the MR is reduced and bias may occur.

• A2: The genetic variant is independent of the confound-
ing factor. Otherwise, the confounding factor would affect
both the disease and the genetic variant, which may imply
that the gene-disease effect detected by the method is only
indicative of the difference due to the confounding factor.

• A3: The disease is conditionally independent of the
genetic variant given the exposure factor. It follows that
the gene does not directly influence the presence of the
disease, instead it only has a mediated effect.

The main question of MR methods is how to ensure
this specific structure shown in Fig.1. In general, it requires
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Fig. 1. The assumed MR model.

considerable background knowledge to exclude variables from
the dataset that do not satisfy the validity assumptions. The
main weakness of the MR method is its simplistic, rigid model.
Although it can be efficient when the investigated relationships
are simple, i.e. there are no confounding or interacting factors,
in more complex cases however, the assumptions of the MR
model are unrealistic. This either leads to the inability to
use MR methods in several real-word scenarios or to an
inappropriate application of MR disregarding some of the
validity assumptions. To address this issue, the basic model
has been extended in several ways to make the method more
robust: MR Egger [4], MR-link [5]. However, the main feature
of causal structure learning algorithms, i.e. the structure is
learned from the data, is still missing from MR methods.

III. CAUSAL STRUCTURE LEARNING METHODS

We selected three widely-known constraint-based methods
to investigate their integrated application with a MR method:
the Peter-Clark (or PC) algorithm, Fast Causal Inference (FCI)
and Really Fast Causal Inference (RFCI).

A. The Peter-Clark algorithm

The Peter-Clark (PC) algorithm is a local method [7], rely-
ing on examining variable pairs to determine if they are (con-
ditionally) dependent, and variable triplets - or more precisely,
chain structures containing exactly 3 variables - to determine
the direction of causality between the dependent variables. The
former step leads to a skeleton, i.e. an undirected graph of
dependency relationships which can be facilitated by applying
conditional independence tests on variables. The latter step
requires the detection of triplet-based uniquely identifiable
dependency structures, called V-structures [6] (X → Z ← Y ),
whose edges can be unambigously directed. The second step
leaves those edges undirected that are not part of a V-structure,
which may include a significant number of edges. Additional
steps using various heuristics may be applied to orient these
undirected edges.

B. Fast Causal Inference

While the PC algorithm is built to reconstruct the full
causal graph of the variables, the Fast Causal Inference (FCI)
[8] and its more efficient version, the Really Fast Causal
Inference (RFCI) algorithm [9] both aim to reconstruct the
equivalence class of the original causal structure, represented
by its essential graph, which is a partially directed acyclic
graph (PDAG).

IV. APPROACH NO. 1: AUGMENTING MR WITH CAUSAL
STRUCTURE LEARNING

In our first approach, we investigated the usefulness of
the causal discovery methods described in section III. to
determine if MR is applicable for a given Gene-Exposure-
Disease variable triplet. In our methods, if the three variables
form a directed chain in the same order (G→ E → D), then
it is considered as a valid candidate for MR, and considered
invalid otherwise.

First, we examined some simple causal structures, shown in
Fig. 2. For these models, the PC, FCI and RFCI algorithms
were all capable to reliably reconstruct the original causal
graph from at least 1000 samples. This is the expected result,
because almost all of the edges are part of at least one V-
structure, apart from the edge (3 → 4) in Model 1 and
the edges (3 → 4) and (3 → 5) in Model 3. In our tests,
all the variables were binary, which represents a discrete
variable case of MR. Note that it is also possible to apply
MR for continuous disease score and exposure variables.
The conditional probabilities were sampled randomly from
a uniform distribution. From the simpler graphs, the invalid
triplets (where at least one of the G → E and E → D
edges were missing) produced similar Wald-ratios (which are
estimations1 for βED given by βED = βGD

βGE
) to the valid

triplets. This suggests that there are certain cases, in which the
applicability of MR cannot be determined by the estimation
on βED alone.

To investigate this more generally, we made 50 randomly
generated causal graphs, using a simple stochastic algorithm,
which iteratively generated random parent-sets for every node
(selected from the previously visited nodes), thus creating
a guaranteed DAG. Out of the 50 models 25 models had
5 Gene, 3 Exposure and 2 Disease variables (10 in total),
while the other 25 had 15 Gene, 10 Exposure and 5 Disease
variables (30 in total). The 25 smaller graphs had 6.6 valid
and 23.4 invalid paths on average (30 possible paths in
total), while the 25 larger models had 20 valid and 730
invalid paths on average (750 possible paths in total). This
level of sparsity is roughly representative of the true causal
structures of real-world datasets containing Genetic, Exposure
and Disease variables. To examine the results of MR, we are
only concerned with the estimated strength of causal effect
between the Exposure and Disease variables. This value is
higher, if βED is far from 0 in any direction (positive or
negative), therefore it is appropriate to use the absolute value
of β as a measure for the strength of causal effect. The
resulting |β| values for the randomly generated partitioned
graphs are presented in Table I. From these results, it is evident
that the expected value (E) and standard error (σ) of |βED| is
significantly larger for invalid triplets, compared to the valid
ones.

1To estimate the β (effect size) between supposed cause-effect variable
pairs, we used logistic regression with 35 steps and the Newton-Raphson
optimizer, yielding logarithmic odds-ratios (log(OR)).
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This can be explained by a simple phenomenon: if we take
four variables: {X , Y , Z, W}, where (X → Y → Z) form
a valid triplet, so Y is strongly dependent on X , and Z is
strongly dependent on Y , but W has no causal connection to
any of the other three variables. Therefore, the value of |βXZ |
will be high (because X affects Z through Y ), but the value
of βXW will be close to 0, because they are independent.
As a result, if we (wrongly) perform MR on the {X , W ,
Z} invalid triplet, then we will get a high value for |βWZ | =
|βXZ/βXW |. Because of this, we can get a significantly higher
|β| value for invalid triplets even compared to the valid ones,
therefore the use of causal discovery methods are well justified
to rule out the invalid cases.

In terms of predictive performance, all three methods were
able to find on average 50% of the valid triplets in our 50
partitioned models at 15.000 samples, with a precision of 98%,
which means, that 98% of the predicted triplets were correct.

Fig. 2. Models used to demonstrate typical MR β-values. The gene, exposure
and disease variables are marked accordingly with red, blue and yellow colors.

V. APPROACH NO. 2: ORIENTING UNDIRECTED EDGES
USING THE MR PRINCIPLE

As we have discussed before, the FCI and RFCI algorithms
produce a partially directed graph, where the undirected edges
are assumed to be undirected – by the algorithm – in the
original essential graph, which belongs to the equivalence
class of the original causal structure. In other words, the
algorithm assumes that these edges cannot be directed given
the known data. Although, within real-world datasets, the
number of known samples are finite, and often susceptible to
noise. Because of this, we assume that the predicted essential
graph will not be perfect, therefore in some cases, the edges
that are left undirected by the FCI and RFCI algorithms can
be directed by investigating the possible candidate triplets for
MR, which the edge in question is a part of. To examine this
theory, we propose a method, that consists of the following
steps:

1) Acquire a partially directed acyclic graph G from the
known samples using an arbitrary constraint-based struc-
ture learning algorithm.

2) For every undirected (X − Y ) edge in G, search for
all the possible genetic variables, which are not already
invalidated by the known directed edges. This includes
all the neighbors of X and Y , which are either their
parents or they are connected to either of them by an
undirected edge. Let’s mark the set of these candidate
variables by CX and CY for the neighbors of X (not
including Y ) and the neighbors of Y (not including X)
respectively.

3) For every undirected (X − Y ) edge in G, find the best
candidates for genetic variables GX and GY (in terms
of both directions), which are given by:

GX = argmax
GX∈CX

∣∣∣∣
βGXY

βGXX

∣∣∣∣ GY = argmax
GY ∈CY

∣∣∣∣
βGY X

βGY Y

∣∣∣∣ (1)

4) Use GX to calculate βXY and GY to calculate βY X . If
βXY > βY X then orient the edge as X → Y , otherwise
orient the edge as X ← Y

This method basically finds the best possible MR triplet
for both directions, and orients the edge at the direction
determined by the triplet with the highest |βED| score. While
the PC method does not give a direct estimation to the essential
graph of the original causal structure, it does not provide a
direction for most of the edges in the skeleton which are not
part of an V-structure. Therefore, we will also examine the
applicability of the above described method for the edges that
are left undirected by the PC algorithm.
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Fig. 3. Edge orientation accuracy (on undirected edges) by the MR β metric,
across multiple causal discovery algorithms on partitioned causal graphs with
10 and 30 nodes, with log(OR) beta values. Note, that in case of the
unoriented edges of the PC algorithm for the 10-node partitioned graphs,
a large number of edges could not be oriented by MR, because they had
at least one 0 value in their contingency table, therefore its results are not
significant for these graphs. This also explains the outlying accuracy numbers
of PC 10 compared to FCI 10 and RFCI 10.

35



TABLE I
ABSOLUTE β-SCORES ON VALID AND INVALID EXPOSURE-DISEASE TRIPLETS

Log Odds-Ratio
Variable count Valid Invalid

Sample count G E D E(|β|) σ(|β|) E(|β|) σ(|β|)
500 5 3 2 0.84 4.21 5.05 36.39

1000 5 3 2 0.69 2.43 5.16 18.57
5000 5 3 2 0.31 0.51 14.29 143.59

10000 5 3 2 0.32 0.98 8.89 37.49
15000 5 3 2 0.32 0.74 10.81 47.06

500 15 10 5 0.66 1.57 4.25 23.81
1000 15 10 5 0.91 4.76 7.08 181.81
5000 15 10 5 0.70 5.56 10.05 286.69

10000 15 10 5 0.45 4.20 6.96 60.45
15000 15 10 5 0.23 0.34 8.64 124.34

In terms of results, the orientation accuracy of our method
on the edges left undirected by the PC, FCI and RFCI
algorithms on the 50 randomly generated partitioned graphs
can be seen in Fig. 3. These results indicate, that our method
can predict the orientation of the undirected edges at above-
chance levels, from at least 1000 samples. Note, that the
partitioned nature of the original causal graph is not assumed
by the causal discovery algorithms, and neither by our method,
because of which most of the edges oriented by our method
are not actually between supposed Exposure-Disease variables.
If that were the case, the accuracy would be significantly
higher. However, this is an assumption which we cannot
make without prior knowledge about the variables, which
is not always available. In the partitioned graphs with 10
nodes and 15.000 samples, on average 34% of the edges
predicted by FCI and RFCI were undirected, while this ratio
rose to 41% in the partitioned graphs with 30 nodes with
both algorithms. The PC algorithm left 44% of the edges
undirected in the partitioned graphs with 10 nodes, and this
ratio fell to 38% for the partitioned graphs with 30 nodes.
If we orient these edges randomly (with an even distribution),
then in the partitioned graphs with 10 nodes, the FCI and RFCI
algorithms oriented 74% of all predicted edges correctly, while
this accuracy raises to 77% on average with both algorithms,
if we used our method to orient the undirected edges. In
case of the unoriented edges of the PC algorithm for the 10-
node partitioned graphs, a large number of edges could not be
oriented by MR, because they had at least one 0 value in their
contingency table, therefore the results were not significant.
This also explains the outlying metrics of PC 10 in Fig. 3.
In case of the partitioned graphs with 30 nodes and also
15.000 samples, MR improved the orientation accuracy of
the FCI and RFCI methods from 67% (with random edge
orientation) to 72% (with MR edge orientation). However, on
these 30-node graphs, the edge orientation accuracy of PC
only marginally improved to 74% with MR, compared to the
73% that the algorithm would produce with random undirected
edge orientation.

Finally, for the sake of completeness, we also examined the
edge orientation performance of this method on completely
random directed acyclic graphs (which are therefore not parti-

tioned). Unsurprisingly, it did not produce the same above-
chance accuracy values seen on partitioned graphs, further
supporting our belief that it only works on the second edge of
valid Gene-Exposure-Disease triplets.

VI. CONCLUSION

In this study, we showed that the validity of MR cannot
necessarily be determined based on its result, therefore it is
advisable to use causal discovery methods for this purpose. We
also showed, that MR (for a certain class of directed acyclic
causal structures) can improve the edge-orientation capability
of the PC, FCI and RFCI methods in terms of the edges that are
left unoriented by the original algorithm. As further research,
we plan to investigate the integration of MR into other types
of causal discovery algorithms, like score-based methods.
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Abstract—The following paper presents a comparison study of
various machine learning techniques in recognition of activities
of daily living (ADL), with special attention being given to
movements during human falling and the distinction among
various types of falls. The motivation for the development of
physical activity recognition algorithm includes keeping track of
users’ activities in real-time, and possible diagnostics of unwanted
and unexpected movements and/or events. The activities recorded
and processed in this study include various types of daily
activities, such as walking, running, etc., while fall activities
include falling forward, falling backward, falling left and right
(front fall, back fall and side fall). The algorithm was trained
on two publicly available datasets containing signals from an
accelerometer, a magnetometer and a gyroscope.

Index Terms—biomedical engineering, physical activity, ma-
chine learning, signal processing, accelerometer, magnetometer,
gyroscope, fall detection, fall distinction, activities of daily living

I. INTRODUCTION

In recent times Human Activity Recognition (HAR) has
become a research area that attracted a great deal of interest,
especially in biomedicine and biomedical engineering. One of
the reasons for that is the availability of data: today user data
are available through many devices, such as smartphones and
their apps, portable sensors, wristbands, smartwatches, etc. for
real-time analysis. These sorts of analysis can provide useful
information in a wide range of applications such as irregularity
detection and correction in various motions, injury prevention,
monitoring of progress in rehabilitation, monitoring of ath-
letes’ progress, elderly care, etc.

In this paper various machine learning methods were applied
and compared on two publicly available datasets, with ultimate
goal of providing a trustworthy algorithm for recognition of
various activities of daily living (ADL), such as e.g. walk-
ing, running, jumping among others. Aside from ADLs, an
additional analysis was conducted, with the emphasis being
on detection and distinction of irregular motions, in this case
that being human falls (FALL). One of the aforementioned
applications of the results obtained in this particular study
is fall recognition among the elderly population. With the
COVID-19 pandemic outbreak, people, and especially the
elderly, were forced to spend more time at their homes.
According to United Nations World Population Ageing 2020

Highlights, historical data show that the living arrangements
of elder persons have changed slowly over time, shifting from
co-residence towards independent living [1]. In this case, real-
time fall prediction could provide the elderly living alone with
the necessary help in case of falling.

II. METHODOLOGY

A. Datasets

1) PIV dataset: The first dataset used in this study is a
publicly available dataset by Pires, Garcia, Zdravevski and
Lameski, called ”Polytechnic Institute of Viseu (PIV) dataset”
[2]. It contains recordings of five activities of daily living:
walking, running, standing, walking upstairs and walking
downstairs. The dataset consist of data acquired from ac-
celerometer, magnetometer and gyroscope sensors, recorded
by a mobile device in a waistband placed on subject’s waist.
A total of 25 individuals (15 men, 10 women) aged between
16 and 60 took part in this data acquisition. 10 of those
subjects declared themselves as physically active, whilst the
rest described their lifestyle as mainly sedentary. The signals
acquired from accelerometer and gyroscope sensors were
sampled with a frequency fs of 100 Hz, while the signals
acquired from magnetometer have a sampling frequency of
50 Hz. The dataset contains 34.037 records, with the duration
of each recorded signal being approximately five seconds. This
dataset is publicly available for download and processing.

2) UniZg activ2 dataset: The second dataset used in this
study for classification of activity recognition methods was
recorded by the Faculty of Electrical Engineering and Com-
puting, University of Zagreb by Razum, Šeketa, Vugrin and
Lacković [3]. The activities were recorded using Shimmer3
inertial measurement unit (IMU), using its built-in triaxial
wide range accelerometer with a range of +/- 8g, triaxial
magnetometer and triaxial gyroscope sensors with a sampling
frequency fs of 204.8 Hz [4]. Figure 1 shows a visual
representation of a subject wearing the device. 19 subjects
aged 15 to 44 wore the aforementioned device attached to
their waist with a Velcro belt and performed nine activities of
daily living (”standing”, ”sitting down”, ”walking”, ”standing
up”, ”walking downstairs”, ”walking upstairs”, ”lying down”,
”running” and ”jumping”) and three activities of simulated
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falls on 2 cm thick tatami mat (”falling forward”, ”falling
backward” and ”side falling”). That brings to a total of 1.607
signals describing 12 classes for prediction. The waveforms of
accelerometer signals describing each activity are presented in
figure 2. By looking at the waveforms one can notice potential
classification difficulties, since some activities show similar
waveforms, e.g ”sitting”, ”standing up” and ”lying down”.

Fig. 1. Computer-simulated visual representation of a subject(left) wearing
Shimmer3 inertial measurement unit (IMU) (right)

B. Feature extraction and preprocessing

From the measured raw acceleration data, a sum vector
magnitude (SVM) was calculated to combine the data from
X, Y and Z axis into one signal using the following equation:

SVM(n) =
√
a2x(n) + a2y(n) + a2z(n) (1)

After calculating the sum vector magnitude of every record-
ing, various features were calculated for both raw signal data
and SVM signal data. List of features includes the following
metrics:

• mean value
• minimum value of signal
• maximum value of signal
• median
• variance
• standard deviation
• signal range
• kurtosis
• skewness
• signal energy

After calculating the values of features for each recorded
signal and its SVM signal, an important step towards building
a model with better results of classification presents prepro-
cessing of the calculated data. In this study preprocessing
consisted of two stages: scaling and dimensionality reduction.
For scaling in this study we used StandardScaler function
implemented in Python sklearn.preprocessing library. As far
as dimensionality reduction goes, we used ANOVA (Analysis
of variance) test which is commonly used when dealing with

TABLE I
CLASSIFICATION ACCURACY FOR PIV DATASET

SVM RF DT GNB AB KNN
Acc 95.12 96.45 92.75 80.73 70.84 93.86
Mag 81.91 84.20 75.12 55.36 54.98 78.56
Gyr 87.72 91.57 86.60 60.39 61.86 86.34
Acc + mag 87.96 89.79 83.11 62.78 58.33 86.69
Acc + gyr 91.44 93.40 87.45 67.61 56.18 90.00
Mag + gyr 84.59 87.73 79.64 54.63 53.59 82.55
Acc + mag + gyr 87.90 89.64 82.71 56.88 59.95 86.47

TABLE II
CLASSIFICATION ACCURACY FOR UniZg activ2 DATASET

SVM RF DT GNB AB KNN
Acc 77.42 87.10 77.06 32.97 57.71 66.67
Mag 58.06 70.97 50.00 69.35 58.06 46.77
Gyr 67.74 83.87 75.81 58.06 70.97 79.03
Acc + mag 74.71 76.76 71.18 32.65 53.53 63.82
Acc + gyr 81.72 81.47 67.06 32.65 56.76 64.41
Mag + gyr 69.35 71.77 69.35 53.23 56.45 56.45
Acc + mag + gyr 71.64 78.11 66.67 32.34 57.21 63.93

multiple classes classification problems. Using the ANOVA
test we reduced the number of relevant features from initial
100 (10 features x 3 sensors x 3 axes + 10 SVM signal
features) to 32, therefore also reducing the risk of overfitting.

III. RESULTS AND DISCUSSION

For the ADL and fall recognition classifier model training
we used several machine learning algorithms: Support Vector
Machine (SVM) with both linear kernel and radial basis func-
tion (RBF) kernel, Random Forest Classifier (RF), Decision
Tree Classifier (DT), Gaussian Naı̈ve Bayes (GNB), Adaptive
Boosting Classifier (AB) and K-Nearest Neighbours (KNN)
algorithm with k=5. Some of these methods were selected
based on results achieved by Ivascu, Cincar, Dinis and Negru
implementing the same machine learning algorithms, although
using different features [5]. The datasets were divided into
training data (70% for the PIV dataset, and 75% for UniZg
activ2 dataset) and testing data (30% for the PIV dataset,
and 25% for UniZg activ2 dataset). In order to maximize the
accuracy of the results, hyperparameter tuning was performed
for every machine learning method used in this research. With
the previous knowledge of the type of each activity, evaluation
of the models accuracy was conducted using the F-score
metric, more precisely Fβ-score. Fβ-score is calculated using
the following equation:

Fβ =
(1 + β)2 ∗ P ∗R
β2 ∗ P +R

, (2)

where P represents precision, and R represents recall. The
aforementioned, more general, version of the F-score uses a
positive real factor β, where β is chosen such that recall is
considered β times as important as precision. In this case β=1
is used. Tables I and II show F1 score results for the two
datasets used in this study.

This classification problem was trained on various types
of data, including training of data from a solitary sensor
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Fig. 2. Visualization of physical activities - UniZg activ2 dataset, in sequence from left to right: standing, walking, running, jumping, sitting down, standing
up, lying down, walking downstairs, walking upstairs, falling forward, side falling and falling backward

(”Acc”, ”Mag, ”Gyr”), a combination of two sensors’ data
(”Acc + mag”, ”Acc + gyr”, ”Mag + gyr”), and finally
including signals acquired from all three sensors (”Acc + mag
+ gyr”). A comparison of various types of data shows the
variation in each machine learning technique’s performance
when dealing with them. As it is shown in Tables I and II,
training of acceleration data usually perform with the best
results, while magnetometer data in most cases perform the
poorest. The classification of recordings of PIV dataset using
each machine learning algorithm used in this study performs
best when dealing with acceleration data. UniZg activ2 dataset
classification however varies. Accelerometer and gyroscope
data, and the combination of the two, mostly performed best,
depending on the machine learning algorithm. Regarding the

activities prediction, and with the information presented in
Tables I and II, Random Forest Classifier (RF), the best-
performing algorithm was chosen for the visualization of the
accuracy of each activity detection. The confusion matrices
demonstrating the results of classification are shown in Figures
3 and 4. All of the results shown in these figures are performed
using only accelerometer data.

Comparing the accuracy of ADL prediction using the first
and the second dataset it shows that models perform better
when dealing with the dataset that contains more signal
recordings, which helps the model with generalization and
describes a lower number of activities, therefore deals with
fewer classes C for classification.

The greatest number of false positive results among PIV
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Fig. 3. Random Forest Classifier results - PIV dataset

Fig. 4. Random Forest Classifier results - UniZg activ2 dataset

dataset activities were performed among ”walking downstairs”
and ”walking upstairs”, therefore these activities were clas-
sified with the poorest accuracy, even though the accuracy
still exceeded 90 percent. Regarding the UniZg activ2 dataset,
the algorithms performed better classification when dealing
with activities of longer duration (”walking” and ”running”)
and activities of greater intensity (”jumping” and ”falling”).
Activities of shorther duration and lower intensity and signal
energy (”lying down”, ”standing up” and ”sitting down”) were
classified with a poorer accuracy.

Another area of research we dedicated a great deal of atten-
tion was distinction of different types of falls [6]. Confusion
matrices presented in Figures 5 and 6 show the accuracy of
machine learning algorithms when distinguishing among three
types of falls using two best-performing machine learning
algorithms: Support Vector Machine (SVM) and Random
Forest Classifier (RF). The aforementioned confusion matrices
show that fall distinction problems were well performed by
both algorithms. It is important to stress the fact that, even
though they show promising results, for achieving higher
reliability, validation on datasets larger than currently available
UniZg activ2 dataset should be performed. The authors are
aware of the limits of the experiments performed. Although
fall detection system are mostly aimed for the use in elderly
care, participants involved in this study were mostly younger
subjects. Falls were simulated in safe laboratory settings, and
although the participants were instructed to fall relaxed, it
is possible that those falls may differ from real-life falls.
However, real-life daily activity and fall labeling can prove to
be a difficult task due to the fact that it is very time consuming,
and also because of the issue of user discipline.

IV. CONCLUSION AND FUTURE WORK

The main goals of this research were finding the best
possible solutions for classification of daily activities and
unexpected events, in this case falls. Classifications were
conducted using two different datasets using various machine
learning techniques. Aside from ADL recognition, fall de-
tection and fall distinction were areas monitored with great
interest. Although there is a limited amount of fall data record-
ings, the predictions made by Random Forest Classifier and
Support Vector Machine algorithms have shown their potential
for further research in this area. For future work, aside from
expanding UniZg activ2 dataset with more simulated fall
recordings, it would be in the best interest of this research
to include real life records of accidental falls of elderly,
since fall detection algorithms’ main application would be
primarily elderly care. As far as increasing prediction accuracy
of some activities that showed poor results (”sitting down”,
”standing up”), the authors have proposed sensor fusion of
the sensors used for recording the UniZg activ2 dataset with
a barometric altimeter. With an increased amount of data,
new more complex methods of artificial intelligence, such as
Convolutional Neural Networks (CNN) could be explored as
a more efficient solution to this problem.
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Fig. 5. Fall distinction using Support Vector Machine - UniZg activ2 dataset

Fig. 6. Fall distinction using Random Forest Classifier - UniZg activ2 dataset
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Abstract—Audio signal processing is a field where specialized
techniques are used to account for the characteristics of hearing.
In filter design the resulting transfer function need to follow the
specification on an approximately logarithmic frequency scale,
which can be done via methods such as frequency warping
or fixed-pole parallel filters. Although these IIR filter design
techniques are proven in practice, they do not produce optimal
pole sets for the given specification. In this paper we present
the first experiments of using a gradient-based pole optimization
framework implemented in TensorFlow by realizing the IIR
filter as a recurrent neural network (RNN). The method can
improve the pole set of a filter compared to the initial pole set,
resulting in a smaller approximation error. The proposed method
is demonstrated using four example filter specifications.

Index Terms—audio filter design, RNN, IIR filter

I. INTRODUCTION

In audio filtering, infinite impulse response (IIR) filters are
commonly used [1], where logarithmic frequency resolution is
highly desired, to approximate the characteristics of hearing.
In order to achieve this, several structures were developed in-
cluding warped filters [2] and second-order fixed-pole parallel
filters [3].

Warped IIR filters are derived from a direct-form IIR struc-
ture by substituting allpass sections into the delay elements [2].
The resulting structure has an additional parameter λ, called
warping coefficient. In the design process, the specification is
first transformed according to λ and then the filter coefficients
are set using traditional methods such as Prony’s method or
the Steiglitz-McBride algorithm. Figure 1 shows the frequency
mapping of the warping transformation. In essence the warping
coefficient controls the frequency resolution of the filter by
making specific parts of the specification more dominant in
the warped frequency domain.

In fixed-pole parallel second-order filters the frequency
resolution is controlled by the setting the poles appropriately.
After that, the filter response becomes linear in the numerator
parameters and thus they can be estimated using the least
squares (LS) method [4]. In their simplest form, fixed-pole
parallel filters have predetermined pole sets which control their
frequency resolution – for example poles uniformly distributed
on logarithmic frequency scale will result in logarithmic
frequency resolution. In addition, several more sophisticated
pole positioning strategies have been developed which offer

Fig. 1. Frequency transformation of warping.

better modeling accuracy at the expense of a somewhat more
complicated filter design procedure [5], [6].

In this paper we investigate whether the performance of
fixed-pole parallel filters can be improved by optimizing their
pole set using the backpropagation algorithm.

II. IIR FILTERS AS RECURRENT NEURAL NETWORKS

A recurrent neural network (RNNs) is a class of artificial
neural networks, which is often used in natural language
processing. Contrary to the commonly used feedforward neural
network topologies, RNNs have internal memory (state) and
assume that the input has one temporal dimension, which can
be arbitrarily long. The input is therefore processed along the
time dimension. There are many commonly used nonlinear
RNN structures such as long short-term memory (LSTM),
gated recurrent unit (GRU), Elman network, etc.

In essence all linear, time invariant IIR systems can be
considered as a special case of RNNs. To illustrate this, let’s
consider the Elman network [7], a simple RNN structure for
language processing:

h[n] = σh(Whh[n− 1] + Uhx[n] + bh), (1)
y[n] = σy(Wyh[n] + Uyx[n] + by), (2)
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Fig. 2. IIR direct-form 2 second-order section.

where the vectors x, y, h are the layer inputs, outputs and
hidden states, respectively. The matrices Wh,Wy, Uh, Uy and
vectors bh,by are the trainable weights of the network, n
is the temporal dimension, while σh, σy refer to activation
functions, which are usually nonlinear functions. By setting
the bias vectors to by = bh = 0, and removing the
nonlinearities, the resulting equations are equivalent to the
state-space representation of IIR filters:

h[n] = Whh[n− 1] + Uhx[n], (3)
y[n] = Wyh[n] + Uyx[n]. (4)

By representing audio filters as RNNs, the tools and frame-
works for training neural networks become accessible for filter
design [8]. When using mean square error (MSE) as cost
function, the training process will converge to the least squares
solution.

The state space representation of IIR filters preserve the
filter structure, therefore it’s important to specify the format
of the matrices and vectors in Equations 3-4. By restricting
which matrix elements can be trained the linear dependencies
between variables can be eliminated.

The state space representation of a second-order IIR direct-
form 2 section, as seen in Figure 2, is the following:
(
x1
x2

)
[n+ 1] =

(
−a1 −a2
1 0

)(
x1
x2

)
[n] +

(
1
0

)
u[n], (5)

y[n] =
(
b1 − b0a1 b2 − b0a2

)(x1
x2

)
[n] + b0u[n]. (6)

Note that contrary to the notation used in neural networks, in
filter structures the (hidden) state is denoted by x, while the
input is denoted by u. Thus the state-space IIR direct form
representation in Equations (5)-(6) corresponds to the regular
transfer function:

H(z) =
b0 + b1z

−1 + b2z
−2

1 + a1z−1 + a2z−2
. (7)

RNNs are trained using backpropagation through time
(BPTT), which is a gradient-based technique. A training step
consists of two parts: forward propagation and backpropaga-
tion. In the former the network outputs and the cost function
(also called loss function) are calculated by unrolling the
mathematical operations used by the network for each time
point. In the second step the derivatives of the loss function

are calculated for all network weights. The network weights
are updated using the analytically computed gradients such
that the loss would decrease in each iteration.

III. PROPOSED METHOD FOR POLE OPTIMIZATION

Training the filter using backpropagation is equivalent to a
gradient descent method with analytically computed gradients.
Contrary to Prony and Steiglitz-McBride methods [9] though,
the optimization problem in this case is nonconvex, assuming
both the poles and zeros are tuned. This can cause problems
such as the tendency to stuck in a local minimum as well as
being prone to instability.

Iterative optimization methods, such as backpropagation,
are sensitive to the initial network weights. Incorrect setting
of the initial values can lead to slow convergence or getting
stuck in a local optimum. Therefore we suggest that the
initial network weights should be designed using the Steiglitz-
McBride algorithm.

Because in Prony and Steiglitz-McBride methods designing
the poles of the filter provide the biggest challenge, we suggest
that only the poles of the filter should be trained using
backpropagation and after a few epochs the zeros should be
updated via least squares (LS) in one step. This training cycle
should be repeated a few times.

Considering the previous points, the algorithm to design
audio filters is the following:

1) Warp the specification. As a first step the filter speci-
fication is transformed to the warped frequency domain,
where the filter design is performed [2].

2) Design IIR filter using Steiglitz-McBride algorithm.
The Steiglitz-McBride method provides the initial values
that are close to the optimum.

3) Convert filter to parallel structure. In order to use the
previously designed poles and zeros, the coefficients of
the direct-form representation are converted to parallel
second-order representation using partial fraction expan-
sion [10].

4) Optimize poles with backpropagation. The previously
computed coefficients are set as the network weights of
a filter represented as an RNN. In this structure only the
coefficients related to the poles are trained with MSE as
cost function.

5) Design zeros for optimized poles with LS. After the
poles are optimized, the zeros are adjusted using a
one-step least squares method based on Moore-Penrose
pseudoinverse [4].

6) Repeat steps 4-5. In each iteration the remaining MSE
is lowered with diminishing returns.

7) Dewarp the second-order denominators. In order to
implement the filter, the coefficients designed in the
warped frequency domain need to be transformed back.
Because the dewarping would insert an additional zero
to the second-order sections and thus would increase
the computational demand, only the denominator is de-
warped. For direct-form second-order sections the trans-
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formation is performed using the following equations
[11]:

a′1 =
(1 + λ2)a1 − 2λa0 − 2λa2

1− λa1 + λ2a2
, (8)

a′2 =
a2 − λa1 + λ2a0
1− λa1 + λ2a2

, (9)

where the dewarped coefficients are denoted by prime.
8) Design zeros with optimized poles. Using the opti-

mized pole set, the zeros of the parallel filter are de-
signed with the usual least squares method [4], similarly
to step 5.

IV. ENSURING STABILITY

Recurrent neural networks often suffer from two major
issues during training: the vanishing and the exploding gradi-
ents problem. The former is the result of unrolling nonlinear
activation functions in time and as such it it is not relevant
for IIR filters represented as RNNs. The exploding gradients
problem, however, can be encountered when the poles of
the filter are moved outside the unit circle, resulting in an
unbounded growth at the output, which leads to high error
values. One way to circumvent this issue is to use small
learning rate and carefully initialize the coefficients [8].

In order to ensure that the poles would not become unstable
during training, we have added a regularizer such that if a
pole is moved outside of the unit circle in a training step,
the regularizer puts it back to the circle while keeping its
frequency intact.

Deriving the formulas for a conditional regularizer is hard
for an arbitrarily high degree IIR filter, but for a second-order
IIR direct-form section it is easy. Here we show the equations
used by our implementation. If

4a2 > a21 (10)

then the section has a conjugate complex pole pair. In this
case the pole radius is computed as

Rc =
√
a2. (11)

If Rc > 1 then the pole is outside the unit circle and must
be corrected to avoid instability. Optionally this condition can
be tightened to avoid instability after coefficient quantization
in the implementation. Thus the condition for correction is
Rc > 1−ϵ where ϵ is a small number that limits the maximum
amplification of the pole. The correction is done using these
formulas:

a1 :=
a1

Rc + ϵ
, (12)

a2 :=
a2

(Rc + ϵ)2
. (13)

If the condition in Equation (10) is false then the section
has real poles. In this case the two poles and their radii are
the following:

p1,2 =
1

2

(
a1 ±

√
a21 − 4a2

)
, (14)

R1,2 = |p1,2|. (15)
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Fig. 3. Magnitude plots of example transfer functions. (1) is a room response,
(2)-(4) are loudspeaker responses. The plots have been shifted in order to fit
the figure.

System Prony Steiglitz-McBride Proposed method Gain
1. 1.49 · 10−5 1.15 · 10−5 1.05 · 10−5 9%
2. 1.19 · 10−6 6.82 · 10−7 6.00 · 10−7 12%
3. 1.97 · 10−6 1.47 · 10−6 1.24 · 10−6 16%
4. 5.48 · 10−7 2.19 · 10−7 1.78 · 10−7 19%

TABLE I
MEAN SQUARE ERROR (MSE) LOSSES OF DIFFERENT DESIGN METHODS
ON THE EXAMPLE SPECIFICATIONS. THE VALUES ARE CALCULATED IN
THE WARPED DOMAIN. ADDITIONALLY, THE REDUCTION OF THE MSE

ERROR COMPARED TO THE SEIGLITZ-MCBRIDE METHOD IS ALSO SHOWN.

If either of the pole radii are larger than 1, the pole regularizer
moves them back to the unit circle. Suppose R1 > 1− ϵ, the
correction formulas are the following:

a1 := a1 − p1 +
p1

R1 + ϵ
, (16)

a2 :=
a2

R1 + ϵ
. (17)

The formulas are similar for the case of R2 > 1− ϵ.
Note that the zeros of the filter have no direct effect on the

stability. The only way a zero can contribute to instability is
when it covers a pole that is outside of the unit circle – in
this case internal overflow can happen. Restricting the pole
movements will eliminate this problem.

V. EXPERIMENTS

To demonstrate the proposed method, we have designed
second-order parallel filters with 4 different specifications,
shown in Figure 3: one room and three loudspeaker impulse
responses. In this paper we refer to these transfer functions by
their numbers.

In our experiments, we have designed parallel filters with
10 second-order sections, altogether 20 poles and zeros. The
warping coefficient was λ = 0.9, the learning rate during back-
propagation was 10−4, each pole optimization had 15 epochs
and 800 steps per epoch. For the learning rate scheduler
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Fig. 4. Magnitude plots of system (3) and the filter responses designed by
Steiglitz-McBride method and the proposed method.
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Fig. 5. Magnitude plots of system (4) and the filter responses designed by
Steiglitz-McBride method and the proposed method.

we have used Adam [12] with default moments. The whole
design process had 5 optimization cycles (steps 4-5 in the
algorithm). The scripts were implemented using Python 3.6
and Tensorflow 2.1.0.

The achieved mean square error (MSE) values of the design
process, which has been the targets of the optimization process
in the warped domain, can be found in Table I. For reference
we have added the results of traditional methods such as
Prony and Steiglitz-McBride. Note that because the impulse
responses are decaying over time and the mean is computed for
N = 1000 samples, their mean squared value is small, leading
to very small error values for all cases. However, this does not
mean that this error is negligible, or would be comparable to
an error coming from coefficient quantization, for example.

Accordingly, it is not the actual value of the MSE that
describes the improvement due to optimization, but the relative
reduction of the MSE compared to previous methods. It can be
seen that the proposed method can produce coefficients that fit
the example specifications with 9-19% lower remaining mean
square error compared to traditional methods.

The magnitude plots of the specification and the designed
filters can be found in Figures 4-5. It can be seen that the
filter designed by Steiglitz-McBride method is improved by
the proposed method in the full frequency range.

It should be mentioned that we have found that backpropa-
gation is particularly sensitive to the learning rate. By setting
too large learning rates the design process does not converge
and therefore does not result in a usable filter. However, when
setting the learning rates to too small values the poles barely
get shifted and thus the method practically keeps the initial
values. Finding a correct learning rate is a process of trial and
error.

VI. CONCLUSION AND FUTURE WORK

In this paper we have proposed a method for improving
the poles of parallel filters using backpropagation. The results
show that the method can produce filters that have lower mean
square errors compared to the ones based on the original pole
set designed by the Steiglitz-McBride method.

Future work includes using the proposed method for equal-
ization, not just for modelling. Since the gradient calculation
and the convergence rate is dependent on the structure of
the second-order section, different implementation structures
should be evaluated as well.

The use of backpropagation opens up the possibility for
different cost functions, which can lead to audio filter design
methods where the transformation (e.g. warping) is embedded
in the loss function.
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and J. Huopaniemi, “Frequency-warped signal processing for audio
applications,” J. Audio Eng. Soc., vol. 48, no. 11, pp. 1011–1031, Nov.
2000.

[3] B. Bank, “Audio equalization with fixed-pole parallel filters: An efficient
alternative to complex smoothing,” J. Audio Eng. Soc., vol. 61, no. 1/2,
pp. 39–49, Jan. 2013.

[4] ——, “Perceptually motivated audio equalization using fixed-pole par-
allel second-order filters,” IEEE Signal Process. Lett., vol. 15, pp. 477–
480, 2008.

[5] ——, “Loudspeaker and room equalization using parallel filters: Com-
parison of pole positioning strategies,” in Proc. 51st AES Conf. on
Loudspeakers and Headphones, Helsinki, Finland, Aug. 2013.

[6] E. Maestre, G. P. Scavone, and J. O. Smith, “Design of recursive digital
filters in parallel form by linearly constrained pole optimization,” IEEE
Signal Process. Lett., vol. 23, no. 11, pp. 1547–1550, Nov. 2016, doi:
https://doi.org/10.1109/LSP.2016.2605626.

[7] J. L. Elman, “Finding structure in time,” Cognitive science, vol. 14,
no. 2, pp. 179–211, 1990.

[8] B. Kuznetsov, J. D. Parker, and F. Esqueda, “Differentiable IIR filters for
machine learning applications,” in Proc. Int. Conf. Digital Audio Effects
(eDAFx-20), 2020, pp. 297–303.

[9] K. Steiglitz and L. E. McBride, “A technique for the indentification of
linear systems,” IEEE Trans. Autom. Control, vol. AC-10, pp. 461–464,
Oct. 1965.

[10] A. V. Oppenheim, R. W. Schafer, and J. R. Bruck, Discrete-Time Signal
Processing. Englewood Cliffs, New Jersey, USA: Prentice-Hall, 1975.
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Abstract—Sensor and computational diversity and redundancy
enable radically different implementations of the same function-
ality in the field and edge domains of cyber-physical systems
(CPSs). This diversity and redundancy will also become corner-
stones of reconfiguration-based resilience in CPSs, but to truly
exploit them, the various provided and required services must be
matched semantically. We present the prototype of an integrated,
semantically enabled design toolset for data flow-centric CPS
systems. A data stream graph DSL based on the W3C SOSA/SSN
ontologies serves for high-level specification; semantically enabled
function allocation in the Stardog knowledge graph platform
creates high-level deployment models, exported in the TOSCA
format. Based on the data flow semantics, implementation
artifacts for the TOSCA model are automatically generated.
These constitute Kubernetes containers for stream processing,
and OMG DDS or Hyperledger Fabric for data stream graph
nodes.

Index Terms—cyber-physical systems, edge computing, deploy-
ment toolchain, semantic techniques, TOSCA, Kubernetes

I. INTRODUCTION

Penetration and diversity of network-connected sensors –
mobile as well as fixed ones – grow rapidly in our environ-
ment. Therefore many contemporary Cyber-Physical Systems
(CPSs) can now be composed dynamically. These compo-
sitions can be done by adapting sensor ensembles to such
changes in the environment as faults, user equipment mobility
and changing requirements. Field-to-edge communication with
Quality of Service (QoS) guarantees and edge-deployed cloud
services ensure that reconfigurable computational resources
are also present ”near to the field”.

At the same time, current CPS development and operation
practices are ill-suited to achieve even moderate levels of
adaptation agility. For instance, a human designer can easily
see that e.g. street cameras or a statically deployed radar may
be used or combined to determine whether an intersection or
railway crossing is free. Such human-made replacement can
be relevant in the absence or failure of dedicated sensors.

At the same time, the computer-aided design of CPSs
adaptable in this sense has to cope with different data formats
and observational metadata (which is sometimes not even
explicit). True automated design faces even more serious
challenges. It have to reason about the meaning of the data
delivered by various sensors and the computations over their
readings towards a specific CPS goal.

Semantic representation of field device capabilities, require-
ments and solution design promises to be a fundamental com-
ponent in achieving computer-aided design support and design
automation of edge CPS systems. Such semantic solutions
can dynamically compose the sensor ensembles, supporting
computational capabilities and cloud services that they rely
on [1].

II. DESIGN APPROACH

Our paper explores the feasibility and practicality of such
semantically enabled design for data stream processing at the
edge. To this end, we describe a semantically enabled end-to-
end edge-CPS design methodology and toolchain prototype.
Figure 1 gives an overview of the overall design approach.

Model

transformation


Deployment


Code
generation


Semantic
model


TOSCA
model


Deployment
files


Kubernetes
deployment


Semantic
description


Data stream
graph


Fig. 1. Design approach overview

Conceptually, the design approach relies on expressing the
logical structure of CPS applications as a directed graph of
data stream nodes, where the edges represent stream element
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transformations. The stream elements carried by individual
streams are described semantically. Semantic edge annotation
with some basic statistical transformations are also supported
already. Using data stream graphs, it is possible to look for
alternative solutions with graph theory solutions even in the
initial phase.

The rationale for emphasizing data streams instead of
computation is twofold. On the one hand, the deployment-
independent structure of data-intensive CPS applications tends
to be defined by the integrating middleware. These middle-
wares manages the streaming of data from the field through
the edge to the cloud. Such as message queuing and publish-
subscribe solutions, small-scale (in many cases, embedded and
in-memory) databases and increasingly, distributed ledgers.
From a model-driven system engineering point of view, a
data stream graph expresses this ”logical skeleton” of re-
alized applications far better than data flows. On the other
hand, the semantic inference for sensor ensembles and their
replacements will also deal with matching the data available
and the data required. Besides that also important,whether we
possess the accompanying computational capability, but it is
a ”second-step” concern.

Fig. 2. Semantic specification with the DSL

As a side note, a data stream transformation graph is
evidently a dual representation to classic data flow networks. In
general terms, edges carry data and nodes perform processing.
Similar computational specifications are commonplace in big
data processing for apparent reasons. For example directed

acyclic graphs of Resilient Distributed Dataset (RDD) trans-
formations in Apache Spark.

Application specifications and requirements formulated as
dependency graphs of data streams. Component – importantly:
sensor – capabilities are captured in a human-readable, tex-
tual domain-specific language (DSL). The DSL heavily relies
on semantically standardized concepts and relationships of
measurements and observations, taken from the joint W3C
and OGC SOSA/SSN (Semantics of Sensors, Observations,
Actuation, and Sampling) ontologies [2]. Figure 2 provides a
simple example.

Relying on a mapping to the standardized ontologies, the
DSL models are translated to a knowledge graph database.
The knowledge graph database is the central model store. In
which the function mapping of the application specification to
sensors, computational blocks and services is planned to be
performed (with deployment decisions).

The refined and deployment-extended semantic model is
exported to the OASIS standard TOSCA (Topology and
Orchestration Specification for Cloud Applications) format.
Software assets for the realization of the CPS applications are
automatically generated and bound as deployable artifacts to
the TOSCA template.

This stage enables significant agility in technological real-
ization. In addition ensures conformance with extra-functional
requirements through different code generators for data stream
nodes and transformation computations.

III. RELATED WORK

As edge-CPS systems have become more complex, there
has been a growing need to use supporting tools and technolo-
gies. On the one hand, there can be found development and
operation supporting frameworks. On the other hand, semantic
techniques are also beginning to spread to formulate clear
and precise requirements and abilities and to use reasoning
techniques. There is also a solution that provides specifically
semantic platform support for model-based system design of
CPSs [3]. Several tools try to bring together existing technolo-
gies, modeling paradigms and integrate them into a toolchain.
One such solution is INTO-CPS [4], which provides full
lifecycle management of CPS with multidisciplinary modeling
capabilities. The tool also approaches modeling in a semantic
way for interoperability and verifiability.

In the case of CPS systems, the semantic labeling of the
data is also increasingly used. For example, there is a solution
for real-time semantic annotation of data, that allows dynamic
integration of data on the web [5]. In the context of Industry
4.0, semantic solutions are also used to create intelligent
factories by semantic integration of heterogeneous industrial
assets [6].

In our solution, we use deployment models, which can
be used for many purposes. One possible use is to generate
deployments (application codes, configurations, etc.) from the
model. TOSCA Lightning [7] is an open-source solution built
on the Winery tool. It allows us to visualize, edit, and generate
deployment files for deployment models.
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IV. TOOLCHAIN ARCHITECTURE

The toolchain has a largely sequential architecture and has
five major stages. Figure 3 provides an overview.
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Fig. 3. Data flow diagram of the toolchain

A. Semantic design specification

As a first step, we add semantic knowledge to the data
stream representation of our system. In this semantic sys-
tem description, we use terms and definitions from standard
ontologies (such as SOSA, SSN [8]). Many concepts were
not available from the existing ontologies, so we had to
introduce our own concepts into the cps namespace we created.
Thereby an additional challenge was the adaptation of our own
concepts to the existing ontologies. We also made sure that

the combined cps ontology covered all the needs to define
edge-cps systems (e.g. the definition of requirements and ca-
pabilites, procedures, HW-SW components). Some examples
of self-defined concepts and expressions used from standard
ontologies are shown in Figure 2. Such a self-concept is the
cps:DerivedProperty, which can be used to describe complex
properties (for example can be describe a derivation from the
standard sosa:ObservableProperty concept). This definition is
written in YAML format, which we chose, among other things,
for easy human interpretation. This is followed by a combined
transformation step, where the YAML format is converted to
N-Quads [9].

B. Design refinement in knowledge database

Once we have a semantic description of the system, the next
step is to import the description into a graph database platform
(Stardog [10]). In the Stardog database, we can extract more
knowledge from our system through queries (SPARQL [11])
and reasoning techniques. Using reasoning techniques we can
gain extra knowledge about the system. With such additional
information, we can answer e.g. the following questions. Is
the existing system able to perform the planned tasks? Does
the system have redundancy for the specific component? The
output of that step is an RDF [12] XML descriptor of the
expanded system definition.

C. TOSCA model generation

The next step is to convert the expanded semantic system
description to a TOSCA standard deployment descriptor. That
deployment model contains the HW-SW nodes and the rela-
tionships between them. In our solution, we implemented a
transformation tool, which transforms the RDF model into a
TOSCA model. The transformation tool uses the Apache Jena
[13] Java framework to access the semantic data and map to
TOSCA. During the mapping, we also generate IDL [14] files
for each data topic of the system. The IDL file generation is
not a trivial problem, because there is no standard mapping
between the semantic ontology and the IDL files. We had to
define the mapping rules (e.g. longitude will be mapped to
float IDL data type).

After the mapping, the deployment model can be edited
visually using the Eclipse Winery [15] tool. In addition to
displaying the model, we can make changes, such as which
components are placed in which physical computing units.

D. Deployment artifact generation

The next step is code generation. We use EMF (Eclipse
Modeling Framework) [16] to map the deployment model
to different target technologies. Currently, two platform ap-
proaches are supported, both relying on realizing transforma-
tions in Docker containers, managed as Kubernetes pods.

• Logical realization of data stream nodes: the contain-
ers communicate directly, using the RTI implementation
of the OMG Data Distribution Services (DDS) [17]
specification. DDS ensures the real-time communication
between SW components, and meets the unique needs
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with the QoS (Quality of Service) options. The Interface
Description Language (IDL) files for DDS are automat-
ically generated from the semantic descriptions and the
supporting software modules are placed in the generated
containers. The logic hosted by the containers is either
user-supplied or, for simple transformations, generated
automatically.

• Distributed ledger-based ”store and forward”: for use
cases where the Age of Information (AoI) deficiencies
of contemporary blockchain platforms (i.e., no hard up-
per bound) [18] are acceptable, but high resilience and
multiparty verification of data are needed, a Hyperledger
Fabric [19] distributed ledger deployment is created and
the supporting data-handling smart contracts automati-
cally generated. The generated publisher and subscriber
containers include the code for writing stream elements
to and reading from, the distributed ledger.

E. Deployment

At the end of the toolchain, directly deployable Kubernetes
applications emerge where the deployment of containers to
the appropriate physical runtime environments (in-field or
edge) is enforced by Kubernetes – these constraints were
established in the semantic planning phase and also captured
in the generated TOSCA template. Note that in contrast to the
original intention of the standard, TOSCA here is not used
directly for deployment orchestration, as Kubernetes does not
have the appropriate support for that yet.

V. SUMMARY AND FUTURE WORK

In this paper, we presented a design approach and toolchain
prototype for the semantically enabled design and realization
of a subclass of CPSs. By utilizing existing standard ontologies
for specifying the data streaming through a CPS application,
we demonstrated that even mixed-technology realizations can
be efficiently created through intelligent code and deployment
artifact generation.

Utilizing the semantic inference possibilities facilitated by
using a knowledge graph database at the core of our toolchain
will be the next step in our research. One major direction
is semantic sensor ensemble adaptation for application recon-
figuration; initial inroads towards this goal were made in [20]
using Formal Concept Analysis (FCA) [21]. The work reported
in this paper created a proper technological foundation for
this research. The possibilities of using semantic technologies
are very wide, our research can even cover the semantic
formulation of the behavior of the components. In addition,
another relevant research topic is the semantic description
of blockchain-based data streams to standardize different
blockchain solutions.
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Abstract—The federated learning methods offer a strong back-
ground of fusing and publishing simultaneously collected data.
One of the most challenging problems in federated learning
is to hide the identity of the participants. Privacy-preserving
techniques try to perturb the participants’ local data to match
its distribution to the global data.

In this paper, we consider that agents collect local environ-
mental data. Neighboring agents can share some of their raw
data to support real-time decisions and reduce deviation from
the global data distribution. The agents will fuse their collected
data into a global model that supports the long-term decision
and plan making.

We assume the specific situation where the necessary commu-
nication protocol between the agents may lead to sharing too
much local raw data uncovering private and sensitive attributes
of the data sharers.

To handle privacy issues, we introduce a privacy-aware frame-
work. Within this framework, local participants balance the
amount of the shared raw data to make it informative enough
yet not revealing, effectively bounding the loss of privacy. In
this study, we use autonomous vehicle agents as an example to
demonstrate the concepts of the proposed framework.

Index Terms—privacy-aware, federated learning, autonomous
vehicles, data collector systems

I. INTRODUCTION

In recent years, federated learning (FL) methods have
made it possible to individually collect non-independent-and-
identically-distributed (non-iid) data and to fuse them into
a global model effectively. In this paper, we will call the
individual participants of the scheme agents, and we assume
that the global model provides a good approximation of the
ground truth of the measured phenomenon. Despite their
efficiency, [1] also demonstrated that basic FL methods are
easy to break, which raises privacy concerns.

The non-iid data of the agents is the fundamental source of
privacy loss. Although there are numerous ways to preserve
privacy (see Section III), in this paper, we consider a solution
that bounds privacy loss of the agents by sharing some of their
raw data. This data sharing will reduce the differences between
the data of individual agents, making them indistinguishable
from each other.

The research presented in this paper was supported by the Ministry of
Innovation and the National Research, Development and Innovation Office
within the framework of the Artificial Intelligence National Laboratory
Programme.

In this paper, we the propose a horizontally partitioned FL
scheme that uses a client-server architecture. The key of the
scheme can be summarized as the following iterative steps
(see also Fig. 1.):

1) Agents measure a particular phenomenon with their own
sensors.

2) Agents identify a subset of agents trusted to share raw
data.

3) Agents select a subset of their collected (either by their
own sensors or previously received from other agents)
raw data to share.

4) Agents share the selected portion of their raw data.
5) Agents train their models with the collected data and

update the global model.
We assume that agents in step 3) can compute and limit

their loss of privacy. Hence, this pseudo-algorithm is a privacy-
aware generalization of the traditional FL methods. The two
most interesting parts of the framework are to select the trusted
agents and to select the subset of data to be shared. We can
heuristically choose agents to trust. For example, we trust
our partners when text messaging, or our friends when we
share photos on social media. To solve the second problem,
we assume that the fundamental distribution of the specific
problem is known. Hence, each agent can sample its dataset
according to this distribution.

Consequently, both questions depend on the specific prob-
lem that the FL system has to solve. In Section II, we will give
an example of autonomous vehicles (AVs) collecting traffic
information. Section III presents a brief overview of the related
literature. Section IV describes the rationale of the proposed
FL scheme.

II. PRIVACY-AWARE DATA FUSION OF AUTONOMOUS
VEHICLES

Let us assume that AVs collect data about the traffic
situation, e.g. parking lot occupation. It seems beneficial to
build a predictive model about free parking lots. This model
can be requested also by vehicles coming from outside of the
measurement area, see Fig. 2 To create such a model, AVs
are willing to share their knowledge. These records naturally
contain metadata with timing and location information which
is enough to identify the route of a particular AV. As it can
reveal numerous facts about our daily routine, it is crucially
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Fig. 1: Overview of the raw data sharing based privacy-aware federated learning system.

privacy sensitive. Consequently, our goal is to hide individual
routes as much as possible. To this end, we will apply the
framework described in Section I.

Therefore, the agents will be the AVs. For convenience, we
will call two interacting AVs as Ego, and Alter. At first, let us
consider when Ego and Alter can trust each other in step 2) of
the algorithm. Nowadays, we do not find it a privacy concern
to see another car on the streets. This observation can also hold
for AVs; therefore, Ego and Alter shall consider each other
trusted when seeing each other (being within communication
range).

Let us consider two examples to illustrate a possible solution
of step 3):

1) The passenger of the Ego vehicle has visited his general
practitioner in a neighborhood with sparse traffic and is
approaching an arterial street with many cars passing
through it. At the corner of this street, Ego meets Alter.
If Ego shared the last three minutes of its collected data,
Alter would likely infer that it had come from the office
of the general practitioner. Therefore, Ego may decide
to share only the last 30 s of its recording with Alter.

2) Ego has been going along an arterial street for 5 minutes
when Alter comes from the opposite direction. As there
are plenty of cars, the last 5 minutes of metadata of Ego
is just a representation of the macroscopic traffic flow.
Consequently, Ego may share all of its data from the
last 5 minutes without any loss of privacy.

III. LITERATURE REVIEW

The communication capabilities of AVs will help the
decision-making of the vehicles. Consequently, AVs would
enhance the traffic flow, reduce fuel consumption, and mitigate
harmful emissions. The key to these improvements is measur-
ing and sharing information about the traffic infrastructure,
e.g. about free parking lots [2].

However, the communication of this vast amount of data
would require significant bandwidth and processing capabil-
ities. Some solutions require infrastructural elements (e.g.
trusted servers, roadside units) to provide privacy-preserving
traffic management information [3], [4].

In recent years, FL methods have seemed to solve this
technical challenge, even in the field of vehicular networks
[5]. The data shared by AVs is crucially sensitive as it can
reveal our origins and destinations, even along with timing
information; hence, our daily routine. Therefore, it is critical
to respect the privacy of the passengers.

There are various methods of privacy-preserving federated
learning (PPFL) [6]. Cryptographic techniques are usually
computation or communication intensive. Moreover, they may
be vulnerable to dishonest servers or agents. Another approach
is to use perturbation-based solutions. However, they tend
to degrade the model performance. The anonymization-based
PPFL, compared to our solution, loses the possibility of
utilizing the shared raw data in real-time applications.

The survey of [7] on cyber threats of AVs even calls
attention to that vehicles have a relatively long lifespan, and
there is no guarantee that cryptographic algorithms and the
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Fig. 2: Measurements have dimensions both in terms of time and space. AVs are sharing some raw measurement data on the
Vehicular Ad-hoc Network (VANET). The raw AV sensor data, measured along a specific route (solid lines), will be enriched
by information received from nearby vehicles (transparent areas). Hence, their training data will be less divergent to the global
model. AVs can update the federated global model a), and they can also request the knowledge of the global model b).

vehicle infrastructure will provide sufficient safety in the
future. Reference [8] presents a blockchain-based technique
in which agents can share their data by trusted transitions to
query and predict the behavior of the system.

The PPFL scheme presented in this paper is a novel,
statistics-based solution that aims to minimize the loss of
privacy by sharing raw data. Data sharing helps to reduce
differences between the knowledge base of the agents. As a
consequence, that makes them statistically indistinguishable
from each other.

IV. ADVERSARY MODELS AND DEFENSE METHODS

Participants of our conceptual framework are the AV agents
and a central server responsible for maintaining the global
model of the FL method. We assume that each of these
participants is honest but curious. As it is required to share
information among neighboring agents together with training
the global model, we shall consider two types of adversaries:
remote and local. Both adversary types intend to perform
localization and tracking attacks [9].

A. Remote Adversary
A remote adversary can monitor each AV’s modification of

the global model. Assuming that a vehicle is likely to move
along a specific route and within a specific time span (e.g.
commuting to work in the morning), it has a large amount of
data about a particular part of a city. Consequently, within each
training iteration, it will cause a significant gradient on the
corresponding part of the global model. This gradient deviation
is likely to reveal the route of the AV, making possible tracking
and localization attacks.

The key to solving this problem is blending the revealing
gradient around the vehicles’ route. Reducing precision can

help to achieve this [9], e.g. by introducing geographical zones
similar to the TLC Trip Record [10]. However, it also reduces
the precision of the global model.

Another approach is to share raw measurement data upon
the meetings of AVs. In this way, the data collected by
each AV will be a mixture of direct measurements and data
received by communication. When there are enough vehicles
on the streets, the geo-temporal features of the collected data
will be statistically identical to the theoretical traffic flow.
Consequently, individual gradients will be homogenous during
the training of the global model, making it impossible to reveal
the route of a particular vehicle.

Additionally, AVs will also possess real-time information
about their environment. This piece of information can also
be utilized instantly in decision-making.

B. Local Adversary

Albeit it presents various advantages, sharing raw data
among neighboring agents causes a new threat: revealing our
route to a possibly adversarial local communication partner.
Let us consider that the Ego vehicle meets a malicious Alter.
The protocol would dictate that they shall share their current
knowledge of the environment. In situations, when Ego has
not met enough vehicles, Alter can estimate its route back to
the origin. Therefore, a local adversary may be successful in
localization and tracking attacks.

On the other hand, the rendezvous itself carries location and
time information. Alter can gather this piece of information
without sharing any additional data. Due to traffic rules, and
depending on the concrete infrastructure, Alter can easily
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(a) The AVs (Ego indicated as green, Alter indicated as orange) will
only sacrifice a bounded part of their privacy in order to collect
information about neighboring streets. Actual routes are marked by
solid lines. Before sharing some raw data, the AVs’ knowledge bases
contain data about the colored areas around their route.

(b) Data shared by Ego (green), and Alter (orange) upon meeting.
Both Alter’s and Ego’s knowledge base will contain data from the
indicated areas.

Fig. 3: Privacy-aware local raw data sharing among two AVs
(Ego and Alter) when meeting at the Octagonal intersection,
depicted at the bottom of the figures.

calculate1 the statistically most likely previous positions of
Ego. If Ego actually does come from this direction, it can
share its collected data with minimal loss of privacy.

Moreover, Ego has the advantage that it can exactly compute
its loss of privacy when sharing its data with Alter. It can even
select a subset of its collected data to minimize this privacy
loss. Consequently, Ego can bound its loss of privacy, see
Fig. 3.

Considering that sharing too little information among ren-
dezvousing vehicles poses a privacy threat when training
the global model, and sharing too much information can be
exploited by a local adversary, we expect to find an optimal
subset of raw data to share. Therefore, the proposed framework
minimizes the expected privacy loss without degrading the

1For example, the calculation can be based on known traffic volume
measures.

precision of the collected data. As it is achieved at the cost
of sacrificing a level of privacy, the method is not entirely
privacy-preserving, but the privacy loss can be bounded.

V. CONCLUSION AND FURTHER RESEARCH AIMS

The presented framework is a generalized FL method ensur-
ing a bounded privacy loss of the agents. The scheme includes
a step that requires raw data sharing among neighboring
or somehow trusted agents. As the framework is currently
developed at a conceptual level, our future work involves its
implementation and evaluation.

Our current research aims to work out the privacy loss
bounded local raw data sharing. We will also investigate
the convergence of the planned FL method. As the global
model will describe a dynamically changing environment, fast
convergence is critical. Additionally, we want to optimize
the amount of local data sharing in such a way that it will
minimize the overall loss of privacy.

To evaluate the framework, we plan to use simulations. As
the scheme requires vehicles meeting on the street, we will
test various amounts of traffic (e.g. night, midday, and peak
hours). Moreover, different road networks can also influence
the working of the scheme. We will carry out simulations on
different road topologies: grid-like networks, networks with
avenues and boulevards, networks containing bottlenecks.

If evaluations prove the proposed privacy-aware FL scheme
beneficial, it can provide a method that guarantees that learning
agents can minimize their privacy loss. Within this scheme, the
only source of privacy loss is the local data sharing between
trusted agents.
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Abstract—The Theta model checking framework offers the
eXtended Symbolic Transition System (XSTS) formalism as a
target language for the transformation of high-level models to
verify. In XSTS, multiple symbolic transitions can be defined by
imperative and declarative statements. The language is flexible
enough to offer a broad variety of expressing the semantics of
high-level models (e.g., statecharts). Two extremes are i) encoding
every (possibly non-deterministic) atomic behavior of the high-
level model into a single transition (big steps with only stable
states) or ii) modeling the control flow of the computation of
the next state (small steps with transient states). Experience
shows that big steps are efficient in reducing the state space
but sometimes yield transitions that are too complex to handle.
Furthermore, internal non-determinism in “big-step” transitions
is hard to back-annotate from a counterexample to the high-
level model. We examine the effect of transition granularity on
model checking by applying a post-processing step that can split
“big-step” transitions.

Index Terms—model checking, big-step, transition system

I. INTRODUCTION

In case of safety-critical systems, presumably correct oper-
ation is insufficient – it has to be formally proven. Proving
the correctness of such software means examining whether
it fulfills certain safety requirements. Formal verification is
possible on low-level formalisms, but in the case of complex
systems, low-level models are usually unavailable – engineers
work with high-level ones, instead.

Bridging the gap between these two different abstraction
levels is possible with model transformations. In practice, this
means using the semantics of the high-level model to transform
it to a lower-level formalism on which formal verification is
applicable [1]. This also needs to be done backward when
annotating the low-level result of formal verification back to
the high-level model. The Gamma framework [2] follows this
principle to (among others) formally verify component-based
reactive systems. Gamma transforms the given high-level input
models (modeled with statecharts) and formal requirements
(given as CTL expressions) to the low-level XSTS (eXtended
Symbolic Transition System) language, executes the model
checking of the XSTS model by Theta [3], and annotates the
result back to the original model.

This work was partially supported by the National Research, Development
and Innovation Fund of Hungary, financed under the [2019-2.1.1-EUREKA-
2019-00001] funding scheme.

Gamma transforms high-level statecharts in a highly com-
pressed way, encoding every run-to-completion step into a
single XSTS transition. The assumption behind this design
decision is that avoiding intermediate states can reduce the
size of the state space and therefore increase the performance
of model checking. This assumption, however, has not been
validated, and our experience shows that large monolithic
transitions can cause problems in the underlying logic solvers.

The question of how to represent the semantics of a com-
putation in a high-level model is well-researched in several
domains, especially in program semantics [4]. So-called big-
step semantics relates the execution of certain behaviors to
their results directly, while small-step semantics expresses the
execution as a series of elementary steps leading to the final
result. In Gamma, big-step semantics is applicable because
the run-to-completion step of a statechart is by construction
non-divergent, i.e., it will have a finite execution.

This work has two motivations: i) we experienced that
in more complex engineering models, a big-step encod-
ing may yield unmanageably large formulas; ii) if a non-
deterministically chosen transition contains further internal
non-determinism, the result of model checking (i.e., an exe-
cution trace) cannot be fully explained in terms of the chosen
transitions because the internal decisions are invisible. Both
issues led us to the idea of splitting transitions into smaller
parts, increasing the granularity of transitions.

In this paper, we examine the effect of transition granularity
on model checking, most importantly on its performance. We
define a method to split big-step transitions into small(er)
steps – the prototype is implemented as a post-processing step
in the Gamma framework that splits the original “big-step”
output. Our results indicate that using big-step semantics in
the Gamma framework is indeed a justified choice in terms of
performance and any usage of small-step semantics has to be
carefully designed to avoid the large overhead.

II. BACKGROUND

A. eXtended Symbolic Transition Systems

In this work we describe systems using eXtended Symbolic
Transition Systems (XSTS) [5]. We define an XSTS model as
a 4-tuple XSTS = ⟨V, Tr, In,En⟩, where:

• V = {v1, v2, . . . , vn} is a set of variables with domains
Dv1 , Dv2 , . . . , Dvn , e.g. integer, bool, or enum;
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• A state of the system is s ∈ S ⊆ Dv1×Dv2×· · ·×Dvn ,
which can be regarded as a value assignment: s(v) ∈ Dv

for every variable v ∈ V . The initial state s0 is given as
the initial value for each variable.

• Tr ⊆ S×S is the internal transition relation, describing
the behaviour of the system itself;

• In ⊆ S × S is the initial transition relation, describing
the initialization of the system, which is executed only
once at the beginning of the execution;

• En ⊆ S × S is an abstraction of the environmental
transition relation, describing the environment the system
is interacting with;

• Both Tr, In and En may be defined as a union of
exclusive transitions that the system can take. Abusing
the notation, we will denote these transitions as t ∈ Tr
which actually means that t ⊆ S × S as a transition
relation is a subset of Tr.

From the initial state s0, In is executed exactly once.
Then, En and Tr are executed in alternation. In state s,
the execution of a transition relation T (being either of
the transition relations) means the execution of exactly one
non-deterministically selected t ∈ T transition. In addition
to the non-deterministic selection, transitions may be non-
deterministic internally, therefore t(s) = {s′1, . . . , s′k} yields a
set of successor states.

Transitions are described as op ∈ Ops operations, which
may be composite operations. The semantics of transitions are
defined through the semantics of operations, which is, in turn,
the definition of op as a relation over S × S. For a precise
description, refer to [5] – for this work, an informal definition
is sufficient. XSTS defines the following basic operations:

• Assignments: An assignment of form v := φ with v ∈ V
and φ as an expression of the same type means that φ
is assigned to v in the single successor state s′ and all
other variables keep their value.

• Assumptions: An assumption of form [ψ] with ψ as a
Boolean expression checks condition ψ without modify-
ing any variable and can only be executed if ψ evaluates
to true over the current state s, in which case the single
successor state is s′ = s – otherwise the set of successor
states is the empty set ∅.

• Havocs: A havoc of form havoc(v) with v ∈ V means
a non-deterministic assignment to variable v, i.e., after
executing the transition the value of v can be anything
from Dv . Therefore, the number of successor states s′i
will be equal to the size of Dv .

• Local variables: A local variable can be declared as
an operation of form var vloc : type := φ.1 A local
variable can only be accessed in its scope which is
its direct container composite operation. Technically, the
declaration of a local variable vℓ adds it to V and assigns
its initial value φ to vℓ while the end of every scope
removes every local variable declared in it from V .

1The default value of the type is used as an initializer unless explicitly
specified by the modeler.

Composite operations contain other operations but their exe-
cution is still atomic. Practically, this means that the contained
operations are defined over transient states and the composite
operation determines which one(s) will be the (stable) result
of the composite operation. XSTS defines the following com-
posite operations:

• Sequences: A sequence is composed of operations
op1, . . . , opn with opi ∈ Ops executed sequentially, each
applied on every successor state of the previous one
(if any). The set of successor states after executing the
sequence is the result of the last operation.

• Choices: A choice means a non-deterministic choice
between operations (branches) op1, . . . , opn with opi ∈
Ops. This means that exactly one branch opi will be
executed. The set of successor states is the union of the
results of any branch.

Note that assumptions may cause any composite operation
to yield an empty set as the set of successor states. This allows
us to use the choice operation as a guarded branching operator,
ruling out branches where an assumption fails by yielding an
empty set as the result of that branch.

In this work, we make the following assumptions, which
can be easily guaranteed by simple pre-processing. 1) The
operation of transitions and non-deterministic choice branches
must be composite actions. Thus, single basic operations will
be treated as 1-long sequences. 2) We assume that there are
no sequential actions directly inside sequential actions. These
restrictions help the clarity and consistency of local variable
scopes without the loss of generality.

B. Formal Requirements

In Gamma, the verifiable requirements towards the system
are formalized in a subset of computational tree logic [6]
(CTL). When using Theta as a model checker, only two CTL
operators are allowed: AGϕ means that ϕ should be true in
every reachable state, while EFϕ means that there should be at
least one reachable state satisfying ϕ. The Boolean expression
ϕ is defined over the variables or states of the model.

III. SPLITTING TRANSITIONS

Given an XSTS model, our goal is to split its mono-
lithic transition(s) into smaller transitions (called fragments)
without modifying its semantics. Splitting is a model trans-
formation over XSTS models yielding another XSTS model
⟨V ′, T r′, In′, En′⟩. Informally, this means selecting some
transitions containing composite operations and splitting them
by putting some of their contained operations into separate
transitions (so |T ′| ≥ |T | always holds for any transition
relation that has a split transition). With this approach, we
have four main challenges:

• Granularity: We need to decide which composite actions
to select for splitting, and which of their contained
operations to put into separate transitions.

• Control flow: Composite operations have their own se-
mantics which we must maintain. Splitting a composite
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operation means that it will possibly be completely re-
moved from the original model and only its contained
operations will be kept as separate transitions. Additional
variables and operations may be necessary to emulate the
effect of the original composite operation.

• Atomicity: Splitting a composite action into separate
transitions breaks the atomicity of the original composite
action fundamentally modifying the semantics of the
model while adding transient states to the system which
are unobservable in the original model.

• Local variables: Splitting can also cause the declaration
and usage of a local variable to end up in different
transitions (fragments). Therefore, some local variables
may become global and management of the scope has to
be emulated with additional operations.

A. Granularity

One of our motivations in this work is to eliminate internal
non-determinism, therefore we have opted for splitting by non-
deterministic choice operations. The goal is to have every
branch of choice operations as a separate transition. Due to the
composite nature of operations, this implies a transformation
for sequences as well: every sequence has to be split by every
choice it contains. Consequently, a sequence with n choices
will be split into at most n+ 1 fragments plus the fragments
coming from the choice – empty fragments are discarded.
Without deeper analysis, we also point out a few other options.

• Putting every basic operation into a separate transition is
the finest possible granularity. Such models will have no
internal non-determinism other than havoc operations.

• Since havoc operations also introduce non-determinism, it
would be reasonable to put them into separate fragments
and treat them specially.

• Very long deterministic sequences may also be split by
considering a parameter k as the maximum length of
fragments. In this case, an n-long sequence would be
split into ⌈n/k⌉ fragments.

B. Control Flow

To maintain the semantics of composite actions we intro-
duce a new integer variable l (Dl = integer ) to the system
(V ′ = V ∪ {l}) as a program counter to emulate the control
flow of the original composite operations (the default name is
__pc and it can be reused for all the transition relations).

This program counter l stores the state of execution for
the original operation in transient states and we enclose every
transition in between an assumption and an assignment reading
and updating its value. The assumption works as a guard of
the transition enabling its execution only if it could execute
according to the original semantics. The assignment updates l
after the successful execution of the fragment, enabling other
fragments or leading back to a stable state.

Since the value of l is modified only at the end of fragments,
its values can be regarded as a labeling of fragments. We use
the notation l(t) for the value of l inside fragment t. The first
fragment(s) begin(s) with an assumption of [l = 0], and the last

fragment(s) end(s) with an assignment of l := 0.2 Similarly,
first/last fragment(s) of choice branches assume/assign the
same label to split/merge the control flow, respectively.

An example XSTS code snippet and its splitting are shown
below. The original model has variables V = {a, i} and a
single transition Tr = {t} consisting of an assumption, a
local variable declaration, a choice (with two branches) and
assignments. The split model has variables V ′ = V ∪{x}∪{l}
where x was a local variable made global and l is the program
counter (__pc). |Tr ′| = 4 because the original transition is
split into a 2-long and a 1-long sequence before and after the
choice which has 2 branches.

Original XSTS
v a r a , i : i n t ;
t r a n s {

assume i <10;
v a r x : i n t = 1 ;
c h o i c e {

a := a +1;
x := x +1;

} or {
a := a +2;
x := x +2;

}
i := i +x ;

}

Split XSTS
v a r a , i , x , pc : i n t ;
t r a n s {

assume pc == 0 ;
assume i <10;
x := 1 ;

pc := 1 ;
} or {

assume pc == 1 ;
a := a +1;
x := x +1;

pc := 2 ;
} or {

assume pc == 1 ;
a := a +2;
x := x +2;

pc := 2 ;
} or {

assume pc == 2 ;
i := i +x ;
x := 0 ;

pc := 0 ;
}

C. Atomicity

Even with the same control flow, transient states modify
the semantics of a split model with regard to CTL formulas.
To compensate for this, we need to restrict the formula to
apply only on stable states – these are exactly the ones where
l is 0. Depending on the temporal operator, the following
transformation is applied:

• AGϕ ⇝ AG(l = 0 =⇒ ϕ), i.e., ϕ is evaluated only in
stable states;

• EFϕ ⇝ EF (l = 0 ∧ ϕ), i.e., there is a stable state
satisfying ϕ.

D. Local Variables

After the splitting of a transition relation T , a post-process
step is needed to fix the broken local variables whose declara-
tion and usage ended up in different fragments. U ⊆ Vℓ×T ′ is
the usage relation of the local variables, where Vℓ is the set of
local variables declared in any t ∈ T , and T ′ is the transition
relation after splitting. We have (vℓ, t) ∈ U iff transition t
uses local variable vℓ either in i) a local variable declaration,
ii) an assignment vℓ := φ, iii) an expression φ (either in
an assumption or the right-hand-side of an assignment or

2Multiple first/last fragments can occur if sequences start/end with choices.
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Fig. 1. The time of verification with and without splitting. Fig. 2. The overhead of splitting by verification time (without splitting).

declaration), or iv) a havoc havoc(vℓ). For every vℓ ∈ Vℓ,
if (vℓ, t1), (vℓ, t2) ∈ U , t1 ̸= t2, we execute the following:

1) Make the local variable global by removing the local
declaration and adding vℓ to V ′. The original initial
value φ of vℓ is replaced with the default value d ∈ Dvℓ .

2) Add an assignment vℓ := φ to the original place of the
local variable declaration (if φ is not the default value).

3) Append an assignment vℓ := d to every end fragment of
the scope of vℓ to reset the variable. This transformation
guarantees that vℓ = d outside of the original scope of
vℓ. This is not required by the semantics but helps in
reducing the state space.

IV. EVALUATION

We conducted measurements of the execution time of model
checking with Theta on various XSTS models and formal
requirements before and after applying splitting. Every mea-
surement was run 5 times, with the JVM flag -Xmx6144m
(6 GB heap memory), on a machine with Windows 10, 16
GB RAM and Intel® Core™ i5-10310U CPU. We had the
following research questions:

• RQ1: Can splitting solve the problem of unmanageably
large transitions?

• RQ2: How does the performance of a small-step seman-
tics compare to the big-step semantics used by Gamma?

To answer RQ1, we have executed Theta on the split
version of an industrial-scale model from [7] with the formal
requirement that previously caused Theta to crash on the size
of transitions. Although the crash did not occur with splitting,
30 hours were not enough to finish verification.

To answer RQ2 and assess the effects of splitting, we used
two simpler example models available as part of Gamma. One
of them is the state machine describing a traffic light, while
the other one is a composite system including multiple traffic
lights to model a crossroad. Multiple requirements have been
generated with Gamma to reach certain states or transitions in
the models. The results are visualized in two figures.

Fig. 1 shows how the execution time of Theta compares for
each case with or without splitting. Splitting always resulted in
a higher execution time, often quite drastically. This seems to
indicate that the choice of big-step semantics during the design

of Gamma is justified. Moreover, if the developers choose
to implement a small-step semantics to address the problem
of back-annotating internal non-determinism, extreme caution
should be taken to avoid the unacceptable overhead we have
experienced in some cases (see Fig. 2).

V. CONCLUSION AND FUTURE WORK

This paper showed that using a small-step semantics for the
transformation of statecharts into low-level verification models
can cause a huge overhead. While it is tempting to use a
small-step semantics to address the problem of overly complex
transitions and the lack of back-annotation for internal non-
determinism, the currently implemented big-step semantics
perform much better in the analyzed cases.

Nevertheless, small-steps semantics may have other use-
ful applications. Based on the implemented post-processing
splitting transformation, we plan to implement i) a simulator
for XSTS making every non-deterministic choice explicit to
the user (simulators do not suffer from the performance
problems typical in model checking) and ii) a hybrid model
checking approach that uses small-step semantics only when a
counterexample is found, guiding the search in the split model
based on the trace obtained from the big-step model (such an
approach could combine the benefits of both worlds).
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Abstract—Facial microexpressions are immediately appearing
reactions on the face that indicate various details about people’s
mental and emotional states. Their most important property is
that their interpretation is identical or very similar for people
all over the world. At present, their identification requires a
psychologist expert. Thus automating this task would enable a
broader application.

The goal of this research is the detection of microexpressions
using hybrid expert algorithms. Our algorithms mainly rely
on landmark point detectors. Based on their output, several
expert algorithms are utilized to extract key features and changes
appearing on the face of a subject. These algorithms usually
include several steps of image processing and time series analysis
algorithms.

In this paper, a component responsible for detecting hand
gestures and hand pose is introduced. This component helps other
algorithms to eliminate false positive detections by detecting the
hands over the face. In addition, the recognizability of hand-
over-face gestures is investigated. Finally, the implemented face
occlusion detector method is evaluated on videos.

Index Terms—microexpression, image processing, landmark
points, expert system, facial expressions, hand-over-face gestures

I. INTRODUCTION

Microexpressions are the visible features of emotions ap-
pearing on the face for a very short time, e.g. an involuntary
reaction to a question. Automating the detection of facial
expressions would allow a wide range of uses, e.g. to study
reactions to an advertisement or to assist in the diagnosis of
mental disorders. Experts usually distinguish 7 different basic
emotions: anger, disgust, fear, happiness, sadness, surprise and
contempt. In order to categorize reactions in videos, proper
detection of microexpressions is required.

The first step is to detect the motion of the muscles, the
so-called action units on the face. These parts of the face are
described in detail in the FACS system [1]. Emotions can be
determined based on the activated action units.

Previously, we have developed several algorithms to identify
these muscle movements appearing on the face. These methods
operate on videos, since our goal is to detect the change in
the facial features. Our algorithms utilize a facial landmark
point detector to localize key points in the face. We combine

This research was supported by the ÚNKP-21-5-BME-362 New National
Excellence Program of the Ministry for Innovation and Technology from the
source of the National Research, Development and Innovation Fund, and the
János Bolyai research scholarship.

two facial landmark detectors to make the localization more
accurate and robust. One is the neural network-based PFLD [2]
and the other, that can be found in the Dlib [3] library is
utilizing an ensemble of regression trees. These identify 106
and 68 key points on the face, respectively, as shown in
Figure 1. Using the landmark detectors on videos also allows
for smoothing between the frames. This is useful because the
output of the detectors often oscillates, it is not accurate, and
some objects can even occlude the face.

(a) PFLD [2] (b) Dlib [3]

Fig. 1: Facial landmark points identified by the facial landmark
detectors utilized.

Furthermore, the fact whether the hand is occluding the
face, can be an additional source of information to determine
emotions [4]. This already has a meaning in itself, but it
can also help other image processing algorithms to indicate
that there may be anomalies or outliers due to this ”noise”.
Some algorithms already exist to detect hand-over-face (HOF)
gestures. Mahmoud et al. utilized histograms of oriented
gradients (HOG) and local space-time features [5], [6] to
extract features and an SVM (Support Vector Machine) for
classification to detect HOF gestures. In addition, Mahmoud
et al. [7] compared the use of local binary patterns and Gabor
filters in detecting face occlusions. Ghanem et al. constructed
a neural network called MPSPNet [8] to segment the hands
over the face.

In this paper a simple, but surprisingly accurate approach is
proposed for hand over face detection. Furthermore, the pose
of the hand may reveal additional information about the mental
state of the person in the video [4]. This area however, requires
further investigation and it is out of scope of this paper. Here
we only focus on the recognizability of different hand poses.
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Figure 2 provides an overview of the tasks described in this
paper.

Hand landmark
detection

Procrusthes
analysis PCA

Modifying landmark
points along the

principal components

Facial landmarks
detection

Face occlusion
detection

Fig. 2: Steps of the tasks related to hand-over-face gesture
detection.

II. HAND OVER FACE DETECTION

There are several tasks related to hand-over-face detection
(HOF) including face occlusion detection and hand pose
detection. After the hand detection, it can be informative for
other algorithms to know, whether a specific part of the face
is occluded. This is because covering the face acts as noise in
algorithms that focus on different areas of the face. In addition,
it also carries information about emotions, i.e. the covered area
of the face can indicate certain types of emotions. Detecting
hand pose along with the position could reveal even more
information about emotions.

To detect hands and hand landmarks the MediaPipe [9]
library was utilized. MediaPipe is an open source cross-
platform library providing customizable machine learning so-
lutions for visual media (i.e. images and videos). It contains
several landmark and object detection algorithms as well as
segmentation algorithms. MediaPipe Hands is a hand and hand
landmark detector. It detects the ROI (region of interest) and
21 3D key points of the hands in an RGB image (see Figure 3).
The handedness of the hand ROI is also determined.

Fig. 3: 21 landmark points (and their skeleton) detected by the
MediaPipe [9] Hands detector.

A. Face occlusion detection

To detect the occlusion of different areas of the face, the
face is divided based on its landmark points. 3 areas were
selected on the face, that are separated by the bottom of the
nose and the upper line of the eyes. The occlusion is simply
determined by checking if a hand landmark point falls into
such an area. Examples of the output of the face occlusion
algorithm are shown in Figure 4. Note, that depending on the
analyzed microexpressions, additional facial regions of interest
could be defined.

Fig. 4: The output of the face occlusion detection: the occluded
part is marked with red. The source of the original images:
BAUM-1s dataset [10]

Using this algorithm jointly with other feature detectors
allows the removal of several false positive detections. An
example of this is shown in Figure 5: the lip compression
detector algorithm made a false positive detection, but using
the HOF detector, this can be removed automatically.

B. Towards hand gesture recognition

The detectability of hand gestures was also investigated.
A series of hand gestures were recorded along with their
landmark points. In order to eliminate the effect of the scaling,
rotation and translation of the landmark points and investigate
only the relevant information of the shape, the coordinates of
the landmark points must be normalized appropriately. This
can be performed by the Procrustes superimposition [11].
The Procrustes superimposition algorithm is usually applied
before comparing shapes. It minimizes the so-called Pro-
crustes distance between two shapes by scaling, translating
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Fig. 5: The lip compression detector made the mistake of a
false positive detection, but using the face occlusion detector,
it can be filtered out. Source: BAUM dataset [10]

and rotating them. In our case the Procrustes superimposition
algorithm minimized the Euclidean distance between the palm
landmark points of the recorded hand and a simple hand
model. After the uniformization, PCA (Principal Component
Analysis) was applied on the coordinates of the landmark
points. The motivation of the utilization of PCA is to explore
and coordinate the manifold of the landmarks in order to
extract features, which can efficiently describe the pose of
the hands. Note that PCA extracts features along which the
deviation of the samples is the highest. Therefore, we can
adapt these features to our goal by expanding the dataset with
specific samples.

The most relevant features (principal components) were
selected to explain 95% of the variance in the data, i.e. the
first 8 components. After projecting to these components and
modifying their values, the reconstructed landmark points were
investigated. For each principal component, Table I shows the
changes observed when examining the restored landmarks of
the hand.

As Table I shows, the most relevant principal components
can be interpreted semantically fairly well. The detection of
the hand gestures is currently in progress. It could be utilized
later to look for signs of different mental states. One such
sign is nail biting, which is an indicator of stress. Other
detectable states include thinking, evaluation, skepticism, bore-
dom, happiness and deception [12]. A further option is to
take multiple aspects of hand features into consideration such
as hand shape and hand action [4]. Hand shapes range from
closed hand through holding out one or more fingers to a
fully open hand, while hand action includes holding (the
chin), leaning (the face on the hand), tapping and touching
(parts of the face). Using these ”dimensions” as descriptors,
a thinking state could be characterized with using the index
finger (or other fingers) to touch the chin or the forehead,
whereas a bored state would be better characterized by either
leaning the face on an open or closed hand or holding the
chin. The challenge with this approach however is that there
are no properly annotated videos for hand gesture detection.
Existing datasets either consist of only still images or they
lack the necessary annotation that is detailed enough to be of
any use. The BAUM dataset [10] could be utilized for hand
gesture detection, however this requires additional annotation

TABLE I: The first 8 principal components explaining 95% of
the variance in the recorded hand landmark data.

Description Cumulative ex-
plained variance

Plot

1 openness of fingers 2-5 0.5

2 slant of the openness of
fingers 2-5

0.6676

3 openness of the 2nd and
5th fingers with respect
to the 3rd and 4th fingers

0.7714

4 openness of the thumb 0.8415

5 curvature of the thumb 0.9003

6 spreadedness of the fin-
gers

0.9225

7 distance between the fin-
gers

0.9393

8 lateral position of the
3rd and 4th fingers

0.954

and further investigation of applicable expert algorithms.

III. EVALUATION OF HAND OCCLUSION DETECTION

To evaluate the hand-over-face (HOF) detection we were
looking for annotated datasets specific to this purpose. How-
ever, we only found a dataset containing images labeled with
hand segmentation. Unfortunately, this is not fit for purpose,
as the algorithm that detects the facial landmark points can
only be run on videos to smooth the detection between the
frames. This is useful, because if the face is occluded by the
hand, the landmark points are not detectable by default, but can
be determined from the adjacent frames. Thus, the detection
of the HOF gestures was evaluated on videos selected from
the same BAUM [10] dataset, which we used previously to
evaluate other microexpression detection algorithms. A total
of 50 videos were selected in which the hand covers the face.
The videos contained 79 HOF gestures from which 76 (96.2%)
was detected and there were 3 false positive detections. When
examining the results, the following could be observed:

• The detector performs well if a large part of the hand is
visible and the hand is not too blurred. If the frame rate
is high enough, the image will not become blurry even
during rapid hand movements.

• In a very small number of cases, the hand detector gen-
erates a false detection of hand. In those cases, where the
illusionary hand landmark points do not intersect the area
covered by facial landmark points, this is not a problem,
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as it does not cause a false occlusion (see Figure 6a). In
cases where there is an intersection however, this causes
false detection (as shown in Figure 6b).

• If a big part of the hand is not visible or the hand is in
an uncommon position (or at least a position difficult for
the detector to detect), the hand landmark points become
inaccurate. This can lead to false detections (as shown in
Figure 6c).

• If the hand moves too fast or the frame rate is too low
compared to the speed of the hand movement, the image
of the hand becomes blurry and the hand is not detected.
This can lead to false negative detections as shown in
Figure 6d.

• If only a small part of the hand is occluding the face, no
occlusion may be detected as can be seen in Figure 6e.
This is caused by the nature of the HOF detection
algorithm. This could be addressed by creating a hand
segmentation based on the hand landmark points and
examining the cross section of the hand and the face
mask.

(a) Fake hand landmark detections.

(b) False positive detection
caused by a fake hand detection.

(c) False positive detection
caused by the inaccuracy of the
hand landmark detector.

(d) False negative detection
caused by a false negative hand
detection.

(e) False negative detection
caused by the nature of the hand
over face detection algorithm.

Fig. 6: Examples of difficult hand over face detection cases.
Source: BAUM dataset [10]

IV. CONCLUSION

In this paper, we introduced a component to detect the pose
of the hand over the face. The utilization of this algorithm
eliminated several false positive detections by notifying other
algorithms that their ROI is covered by the hands. We also
investigated the recognizability of the hand-over-face gestures
and have shown, that the principal components defined by
applying PCA can be interpreted semantically. Finally, we
evaluated the face occlusion detector method on videos from
the BAUM [10] dataset, which is specialized for emotions. Re-
sults have shown, that despite of being a simple approach, the
face occlusion detector works quite accurately. This however
requires that the two machine learning-based algorithms, (i.e.
the face and the hand landmark detectors) we are building on,
work correctly. In the future we plan to extend the algorithm
with additional features such as taking hand actions into
consideration.
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Abstract—De novo molecule design is the process of generating
novel chemicals based on a dataset of drug-like molecules. This
method has gained popularity in recent decades.

Developing drug-like molecules is both costly and time-
consuming. To speed the process up, machine learning and deep
neural networks have been used in the last three decades. A
particularly popular method is using a variational autoencoder
to generate a latent space of drug-like molecules suitable for
targeted searching.

Quantifying the quality of such a latent space is vital for
effective usage. This task is not trivial however, as the chemical
structure of molecules cannot be easily quantized and such latent
spaces tend to be high-dimensional, leading to the need for
dimension reducing visualization algorithms to be applied.

Many dimension reduction and visualization algorithms have
been developed in recent decades. In this paper, we evaluate five
recent algorithms – PCA, t-SNE, UMAP, TriMAP and PaCMAP
– to see how well they perform on a given dataset.

We examine each algorithm on its ability to transform a 64-
dimensional latent space such that the resulting two-dimensional
space is smooth over chemical structure. We optimize the
hyperparameters of each algorithm to see how they transform
the resulting embedding and perform a linear interpolation test
to see how they map the latent space into two dimensions. We
examine the invertibility and extensibility of each algorithm, as
this can make targeted searching much easier to execute.

Index Terms—data science, data visualization, dimension re-
duction, drug discovery, machine learning

I. INTRODUCTION

One of the more important goals of modern pharmaceutical
research is the discovery of novel drug-like molecules. This
development however is a long and costly process. In order to
reduce the time cost of the procedure, as well as the financial
cost, targeted search of the chemical space is necessary. Using
targeted searching on the space of drug-like molecules is a
heavily researched topic.

Algorithms exist for generating suitable molecules, how-
ever, finding efficient searching algorithms without enumerat-
ing every element of the subspace is difficult. Deep neural
networks have been used for de novo molecule generation
with promising results. One particularly promising method is
the use of variational autoencoders to transform the chemical
space into a latent space that is smooth over the latent space
of chemical structures.

The number of dimensions of an autoencoder’s latent space
is usually between 32 and 128, which is rather large, and

presents a challenge in understanding the underlying structure.
The analysis of such latent spaces is important for finding
novel molecules with desirable drug-like properties.

II. ALGORITHMS

Principal Component Analysis [1], or PCA, for short, is
the most widespread dimension reduction algorithm. It works
by finding principal components. These are a series of p
eigenvectors, where the i-th vector minimizes the average
squared distance from the points to the line while also being
orthogonal to the first i− 1 vectors.

PCA is the process of computing the principal components
of the data and performing a change of basis, usually using
only the first few principal components and ignoring the rest.
This leads to a lower dimensional representation of the data,
where only the components that preserve as much of the data’s
variation as possible are included.

t-distributed stochastic neighbour embedding [2], abbre-
viated to t-SNE is one of the more widely methods for
visualizing high dimensional data in usually two or three
dimensions. The technique is based on stochastic neighbour
embedding [3] but utilising Student’s t-distribution.

t-SNE – similarly to all the following algorithms – consists
of two main stages. The first one is constructing a probabil-
ity distribution over pairs of high dimensional objects such
that similar points are assigned higher probabilities while
dissimilar objects are assigned lower probability. In the second
stage, t-SNE constructs a similar probability distribution over
the points in the low-dimensional map, then minimizes the
Kullback–Leibler divergence between the two distributions
with respect to the positions of points in the map. The original
version of t-SNE uses Euclidean distance as a metric for
similarity, however, this can be changed in popular implemen-
tations where a different metric is more appropriate.

Uniform Manifold Approximation and Projection [4], or
UMAP for short is a dimension reduction algorithm devel-
oped by Leland McInnes, John Healy and James Melville in
2018. It is constructed from a theoretical framework based in
Riemannian geometry and algebraic topology. This technique
was developed to overcome the shortcomings of t-SNE. The
result is an algorithm that is competitive with t-SNE for
visualization quality, arguably preserves more global structure
and has superior run time performance. UMAP also has no
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restrictions on embedding dimension, making it suitable for
general dimension reduction use cases.

UMAP works in terms of fuzzy simplicial sets, which are
higher-dimensional generalizations of directed graphs, par-
tially ordered sets and categories. Indeed, from a practical
computational perspective, UMAP can ultimately be described
in terms of, construction of, and operations on, weighted
graphs. This puts UMAP in the class of k-neighbour based
graph learning algorithms such as Laplacian Eigenmaps [5],
Isomap [6], or t-SNE.

Both t-SNE and UMAP are considered near-sighted al-
gorithms, meaning they preserve only local structure as op-
posed to global structure. As PCA can only capture linear
dependence relationships, and due to the destructive nature of
discarding higher dimensions, it only preserves the highest-
level global structure. TriMAP [7] is a graph-based nonlinear
dimension reduction algorithm that aims to improve global
structure preservation by using triplets of data points instead
of pairs.

The algorithm defines triplets (i, j, k) such that d(xi,xj) <
d(xi,xk). A subset of all triplets T := {(i, j, k)} is used to
approximate the structure of the dataset.

Pairwise Controlled Manifold Approximation Projection,
or PaCMAP [8] for short is the latest dimension reduction
algorithm out of the examined ones. It was designed in 2020 by
studying the previous three algorithms, uncovering a common
interpretation of all of them being graph-based algorithms with
nodes being observations and edges constituting a similarity
metric between these observations. With this insight, the
writers define a set of principles of a good dimension reduction
algorithm. They investigate the choice of loss function, the
initialization and the algorithm’s robustness to initialization.
They also investigate the optimization of lower dimensional
representation to be able to capture both local and global
structure.

The outcome of this investigation is the algorithm called
PaCMAP, which satisfies all the principles set by the authors.
With the definition of near-pairs, mid-near pairs and further-
pairs, the clustering optimization can be affected in such a
way as to focus more on either global or local structure.

III. METHODOLOGY AND RESULTS

A. Outline of Methodology

The examination of the algorithms consisted of five major
steps, the first of which was finding already existing implemen-
tations of these methods and comparing their computational
and usability features. The differences in these features have a
major effect on the quality of embedding that can be achieved
due to either time constraints or the lack of reproducible and
insightful runs.

In the second stage, we ran each algorithm with default
parameters to see which implementation offers the best results
with relatively small initial effort. This is also good for an
indication of what to expect with optimal parameters. This
stage resulted in meaningful data of runtimes also.

The third stage was optimizing the hyperparameters of each
algorithm. We have selected the most meaningful parameters
and performed a sweep from low values to high values to see
their effects.

The fourth stage was a linear interpolation test, or LERP
for short. By sampling 100 points on a line and running the
algorithms with those points in the dataset, a fuller picture can
be seen on the mapping of the entire space.

Finally, we investigated the invertibility of each imple-
mentation. This is important as targeted searching is more
easily executed with sampling points in lower dimension
and transforming the sampled points into higher dimension.
From the higher-dimensional representation, their respective
molecules can be extracted.

B. Dataset

The dataset used in this paper were the 1.6 million
molecules in SMILES string format [9] from the ExCape-
DB [10] and the Coconut [11] databases along with their
molecular properties. The variational autoencoder [12] model
from [13] generated the 64 dimensional latent embeddings of
the molecules.

The dataset had more features than the SMILES and latent
representation of the molecules. Certain chemical descriptors,
such as quantitative estimate of drug-likeness (QED [14], the
distance from a set of known drugs), synthetic accessibility
score (SaS [15]) among many others. Overall, seven such
chemical descriptors were included in the database along with
one feature to indicate the database’s origin. The last feature
was an indicator of whether the data point was in the test set or
not during the training of the model. These features – except
for the last two – were all utilised by the property predictor
of the autoencoder, so the latent space should be relatively
smooth over these values.

C. Results

First, we ran each implementation to see how well they
perform “out of the box”. We also measured the runtime of
each implementation when embedding the entire dataset. This
is shown in Table I.

It is clear from the data that the choice of algorithm and
implementation has a major impact on the runtime, as some
implementations offer multithreaded or even GPU features.
This however is not the single indicator of the usability of
an algorithm, as the quality of the embedding is far more
important in assessing the validity.

As can be seen in Figure 1, each algorithm has a unique
output space topology. The original dataset was smoothed by
regularization over chemical structure, hence every algorithm
(with the exception of sklearn t-SNE, nevertheless we include
it for completeness) placed the points in an orderly manner.
The exact topologies were not equivalent in quality however.
During hyperparameter optimization, the most important pa-
rameters of each algorithm were examined.

PCA resulted in the smoothest image. This is a problem
however, since the quantitative estimate of drug-likeness [14]
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Algorithm (iterations) Runtime GPU accelerated
PCA 19.45 s No
t-SNE (sklearn, 150) 90 042 s No
t-SNE (tsnecuda, 5000) 344.29 s Yes
UMAP (1000 epochs) 5 866.55 s Available
TriMAP (2000) 26 756.64 s No
PaCMAP (2000) 65 283.52 s No

TABLE I
RUNTIMES OF EACH ALGORITHM TESTED ON THE ENTIRE DATASET

(WITHOUT DUPLICATES, 1.6 MILLION MOLECULES) GIVEN IN SECONDS.
THE NUMBER OF ITERATIONS AND EPOCHS ARE INDICATED WHERE

APPLICABLE. PCA, THE ONLY NON-ITERATIVE METHOD IS THE FASTEST,
WHILE THE OTHERS TAKE SIGNIFICANTLY MORE TIME. THE POWER OF

GPU USAGE IS CLEARLY DEMONSTRATED BY THE TWO T-SNE
IMPLEMENTATIONS.

Fig. 1. Results of PCA, t-SNE (sklearn and tsnecuda), UMAP, TriMAP, and
PaCMAP algorithms on the dataset with default parameters, coloured by the
quantitative estimate of drug-likeness of each data point. It can be clearly
seen that each algorithm places points very differently.

is not linearly correlated with the chemical structure of
molecules, which makes this embedding unfit for targeted
searching. PCA did not have any hyperparameters, thus further
investigation was not necessary.

t-SNE performed much better in terms of local structure
preservation, as clusters have a smooth gradient over QED
value. The greatest weakness of t-SNE is the lack of global
structure preservation, leading to similar molecules being
placed in different, distant clusters.

TriMAP creates objects resembling magnetic field lines.

This is very interesting from a structural view. It should
be noted, however, that it seems like the individual clusters
overlap with each other in a way that no other algorithm
resembles. For this reason, targeted search would be very
difficult in the space created by TriMAP. This particular
problem, as we will see, does not get better with tuning
parameters, making TriMAP fundamentally unusable for this
use-case.

Both t-SNE and TriMAP changed very little during the
sweep on perplexity and n inliers respectively. Their potential
with different parametrization was on par with the default runs.
This is ideal for some applications where there is no need for
finding an optimal low-dimensional representation, however,
in this use-case it is detrimental. While t-SNE performs well
enough for usage, TriMAP with its lack of local structure
preservation does not make it a good option.

UMAP clusters the molecules into one big cluster (although
not as tightly as PaCMAP), with a few little clusters on the
side. This is partly due to the low default min dist parameter,
which makes ultra-tightly packed clusters. The space is very
much smooth over QED value. The compactness does make
targeted searching more difficult as even a small difference in
position can skip multiple molecules, leading to less uniform
sampled molecules.

UMAP improved reasonably on increased min dist values.
The ultra-compact clusters disappeared. The overall topology
was not changed however.

PaCMAP – similarly to UMAP – produces one compact
cluster in the middle, with some additional clusters nearby.
This behaviour is not ideal for targeted search, since quite
different molecules are placed near each other. PaCMAP does
offer very much control over its sightedness however, and with
different parameters, this can change.

PaCMAP showed the greatest improvement overall when
increasing the FP ratio parameter, as can be seen in Figure 2.
The overall topology of the embedding changed drastically as
the parametrization focused more on local structure rather than
global. For this reason, PaCMAP holds the greatest potential
in this use-case.

The linear interpolation test confirmed the previously stated
observations. PCA resulted in a straight line, as it was a linear
transformation of the data. t-SNE suffered from the points
being thrown into multiple little clusters.

UMAP and TriMAP both formed paths between two points.
In the case of TriMAP however, the interpolated points were
placed far away from all other points.

PaCMAP was the most significant. As Figure 3 shows,
with similar endpoints, the new data was all placed in a
cluster, while choosing random endpoints resulted in a path
that connected two small clusters.

As for invertibility, the only implementation with such
feature support was umap-learn. We have briefly tested this
and found that targeted searching does work on latent spaces
created by this particular implementation.

We can only calculate the embedding of a new point after
constructing the embedding with PCA, t-SNE and UMAP.
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Fig. 2. PaCMAP embeddings using various FP ratio parameters (0.5, 1, 3,
5, 7 and 10). Higher FP ratio resulted in more spread out clustering with
less similar molecules close together. Tuning this parameter showed the most
change out of all the tested non-GD parameters.

IV. DISCUSSION

The legitimacy of dimension reducing clustering algorithms
in de novo drug design is of no doubt. We have found that
– as many experts already know – PCA is fundamentally
unfit for such a task, as it has severe limitations in the
correlations it can capture. t-SNE, which to this day is one
of, if not the most popular dimension reduction algorithms,
suffers from near-sightedness and performance issues both in
terms of memory usage and runtime (the latter of which was
not an issue because of the GPU implementation). UMAP
seems to be among the most useful algorithms in this regard,
transforming the chemical space in such a way as to be able
to smoothly transition from one molecule to the next. In the
tests, PaCMAP showed the most potential as the de facto go-
to algorithm for pharmaceutical research. Unfortunately, the
potential of TriMAP was not explored well enough for any
definitive statement. However, educated guesses can be made
to suggest that it is suboptimal for allowing targeted searching
in its output space.

These findings are invaluable for drug discovery, however,
further research is necessary for widespread industrial appli-
cation.
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Abstract—One of the main motivations for modern drug
research is the production of new compounds that act as drugs,
however developing a new drug is an excessively time and
resource intensive process. Deep generative neural networks
might provide a solution. With their help, we may be able to
search in a continuous latent space to find drug molecules that
are not yet known but have suitable chemical and structural
properties (e.g. solubility, interaction with a given target protein).

In this paper, we propose a model which can generate novel
drug candidates, that are suitable for a pre-specified objective
function of arbitrary properties. The model consists of a gen-
erative network and a predictor. The former is an autoencoder
which utilizes attention to handle the textual representation of
molecules, while the latter uses matrix factorization to predict
drug-target interactions (DTI). With a genetic algorithm we can
generate novel compounds from the continuous latent space, but
if there are changes in the objective function, we may need
to train the whole model again. This problem is typical of
conditional generative models, to address it, we separated the
predictor from the pretrained autoencoder thus forming the
plugin. In addition to getting a flexible architecture without
any deterioration in the so far achieved results, our model
can also be used in a distributed setup by concatenating the
plugins. In this way, the objective function can be broken down
to smaller subtasks, which can be solved by different plugins
without sharing any data.

Index Terms—molecule generation, autoencoder, transformer,
genetic algorithm, plugin, DTI

I. INTRODUCTION

Finding novel drugs is a difficult challenge, despite all the
efforts there are only 108 molecules that have been synthe-
sized so far [1] out of the estimated possible 1060 drug-like
compounds [2]. Developing a new drug is at least a decade-
long task usually consisting of three main steps. The first step
is the selection of the target proteins, then comes the selection
and optimization of the drug compounds, and the last phase
is the testing of the drugs. Generative artificial intelligence
models may help in reducing the cost and time required for
the selection and optimization of drug candidates.

Generating novel drug candidates is an active research field.
Most existing methods work with a textual representation of
molecules such as the Simplified molecular-input line-entry
system (SMILES), which represent molecules as a string.
Methods based on a variational autoencoders (VAE) [3] are
very common. They can be used to convert the discrete space

of the textual representation into a continuous latent space in
which the search and optimization tasks can be accomplished
more easily. Instead of the textual representation, working on
the molecular graphs is also possible [4], this guarantees that
the generated molecules will always be syntactically valid.
Other methods construct novel and valid molecules step by
step with the use of reinforcement learning [5], or by starting
from a known compound and optimizing it according to
a molecule property using a generative adversarial network
(GAN) [6]. To handle the input representation, most models
use recurrent layers. Using attention layers instead, to speed
up the training process is also becoming a popular choice.
Generating compounds with transformers [7] have shown
promising results lately [8].

The methods mentioned so far can all generate valid
molecules according to some chemical properties, however,
they do not in themselves provide a solution for generat-
ing a pharmacokinetically active molecule that interacts with
the target protein. Measuring all interactions between every
compound-target pair is extremely costly, thus we need to use
estimations. Neural networks can also be used for this task,
for instance we can train a convolutional network to take a
molecule and a target as an input and predict the interaction
on the output [10]. By combining the generative and the
predictive models above, in theory we are able to generate
drug candidates for a given target.

Recent research places great emphasis on the development
of a selective binding profile. The goal is to generate molecules
that bind not only to one but to several target proteins.
Moreover, there are targets we want to avoid binding to
because of the possible side effects. Knowing the targets, we
can now utilize the methods mentioned above to generate drug
candidates. For instance, a VAE based method was presented
to find compounds to treat psychiatric disorders by generating
novel targets to the indicated genes [11].

Using these models in practice, however, introduces new
problems. When modifying the objective function, such as
introducing a new target, we might need to train the entire
model again which could take weeks. Consequently, we need
to utilize pre-trained models. More than that, most of the
times, we do not have sufficient training data available. Usually
compounds and even targets under research are kept highly
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Fig. 1. Transformer based autoencoder [7].

confidential by pharma entities. The goal is to develop methods
that allow partners to benefit from each other’s knowledge
without having to share their data and results.

In this paper we propose a model which can provide
a solution to the above-mentioned problems. Besides being
able to generate novel molecules for a multi-target objective
function, training the model to a new, and previously not
included target is highly efficient, and it can even be used in
a distributed environment without sharing any valuable data.

II. IMPLEMENTED METHODS

A. Transformer-based autoencoder for novel compounds

We chose to work with the SMILES representation of
molecules. We used a transformer network to handle the tex-
tual representation, and to be able to generate new compounds,
we converted it into an adversarial autoencoder (AAE) [12]
which uses a Gaussian prior.

First, the input molecules are encoded into a continuous
latent space, to achieve this we put an extra attention layer
in top of the original transformer blocks. From there chemical
properties are predicted using fully connected layers. By prop-
agating the error of the predictor back through the encoder,
molecules with similar properties are mapped close together in
the latent space. The decoder consists of transformer decoder
blocks, each of them receives information from the latent space
through fully connected layers. Two different representations
are decoded from the latent space, one going into the cross
attention layer and another into the self attention layer. The
latter is concatenated into the decoder-side representations of
the characters from the previous layer, thus forming a pseudo
attention layer [13]. Fig. 1 shows the architecture of the model
without the discriminator network.

From now, the problem of generating molecules to a given
target function can be solved by searching in the latent space.
To perform the search, we implement a genetic algorithm.
The individuals are the molecules, their genes are their la-
tent representations, and the fitness function is the objective
function which we want to maximize. With this choice we can

easily implement mutation as additive noise, and crossover as
interpolation in the latent space.

B. Matrix factorization plugin for generating to a given target

To be able to generate drug candidates to a given set of
proteins, first we need to somehow obtain and process DTI
data. We chose to work with the ExCAPE-DB dataset [14] as
it contains ∼600K molecules and ∼1300 targets. To utilize
this extra information, we use an interaction predictor the
same way as the property predictor. It solves the problem of
the prediction with matrix factorization by taking the product
of the latent molecule representation and the learned target
embedding. As DTI data is often imbalanced with respect to
active vs. inactive molecules, we weighted the binary cross-
entropy loss with the imbalance ratio.

With the extensions discussed earlier we can generate
molecules to maximize an objective function which consists
of the predicted binding affinity to multiple target proteins.
However, the end-to-end training of the model has a lot of
drawbacks in practice. As already mentioned, it is inefficient
when generating to a new target protein, and the sparsity of the
available interaction data can also be a problem. To alleviate
these problems, we pretrain our model. There are several
pre-training techniques, and we have further investigated and
developed a method created for conditional autoencoders [15].
The main idea is to pretrain the autoencoder and freeze all
the weights, then attach a plugin into the bottleneck, which
is a smaller autoencoder using the latent representation as
input and has its own, inner latent space. This way the
reconstruction and the conditional generation tasks can be
separated, and when we receive a new condition, we only
need to change the plugin. For the reconstruction task, we
merged the GuacaMol, ExCAPE-DB and the DrugSpaceX [16]
datasets, thereby resulting in 9.2 million training molecules
for the model. After pretraining, the ExCAPE-DB dataset
can be used to train the plugin and the interaction predictor.
The predictor now uses the inner latent space as the input
therefore the interaction data is encoded into it. Due to the
small number of parameters in the plugin, we can learn a
novel target in a relatively short time, moreover we can achieve
good generalization even with a small amount of available
interaction data. Plugins simplify post-training on any subset
of the full training dataset. The modified architecture is shown
in Fig. 2, the encoder and decoder of the plugin both consists
of fully connected layers with a leaky ReLU between them.

After training the plugin the model was able to predict
interactions from the inner latent space but lost the ability
to reconstruct molecules from the pretrain dataset (from 95%
to 10%). To solve this, we replaced the plugin decoder with
the inverse of the plugin encoder. Therefore, the reconstruction
power of the pretrained model is preserved. Moreover, training
the plugin is greatly accelerated because it is no longer has
trainable parameters in the decoder, so the decoder of the
plugin and the transformer is not utilized during training. The
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Fig. 2. Pretrained autoencoder extended with a plugin.

invertibility of the plugin carries a few restrictions1, and the
model becomes increasingly sensitive to noise. The hidden
representation of the encoder in layer l, x(l) can be calculated
as

x(l) = g(W (l)x(l−1) + b(l)) with g(x) =

{
x, if x ≥ 0
x
2 , otherwise,

(1)
where b(l) is the bias, W (l) is the weight matrix in layer

l, and g denotes the activation function. Due to invertibility
W (l) must be a square matrix, g must be invertible and its
range must not be finite, hence we use a leaky ReLU. This
way a layer in the decoder takes the form below

x(l) =W (l)+(g−1(x(l−1))− b(l)), (2)

where W (l)+ denotes the Moore–Penrose pseudoinverse of
the weight matrix2.

However, large weights in the matrix amplify sensitivity
to noise in the plugin, even a small amount of noise added
to the inner latent space resulted in high distances in the
outer space. We examined the weight matrices and noticed that
this can be a result of the high condition numbers (> 1e4).
The sensitivity to noise can be handled by controlling the
condition number of the components in the plugin network.
Conventional regularization methods such as L1 and L2 loss
were unsuccessful in keeping the condition number low, so
we added the condition number directly to the loss function
as a regularization parameter, and determined that condition
numbers < 20 were still stable with respect to noise. The
condition number of the weight matrix upon initialization was
also controlled. We also found that using a steeper ReLU slope
leads to a more stable training.

1The invertibility of the encoder was also the main reason behind choosing
AAE, because the reparametrization trick used in a VAE is not invertible.

2It is very unlikely that the weight matrix is not invertible, and there are
also methods with which we can assure the invertibility of the learned weights,
for example learning the QR decomposition of the matrices.

The components of the loss function used for training the
autoencoder plugin are the weighted and weight-normalized
sum of the following:

• categorical cross-entropy of the reconstruction,
• binary cross-entropy of the DTI classification,
• MSE of the molecule property predictors,
• L2 weight regularization,
• condition number regularization: max(0, C−20)2, where

C is the condition number of the weight matrices,
• adversarial loss.
With these modifications the model was indeed able to

generate hundreds of novel molecules from the inner latent
space that were suitable for a given objective function.

C. Serial plugin for generating in a distributed environment

With this flexible architecture when a new protein is added
to the targets only the plugin needs to be retrained. We can go
even further by having several plugins to several targets. This
way when a new target is required, a new plugin should be
trained, the other plugins remain intact, so the time previously
invested in them is not wasted. When generating we now
have several plugins, each contributes to a couple of predicted
properties or interactions. This is equivalent to connecting
them serially, as inversion preserves the input. Fig. 3 shows
the serial architecture.

To implement the method, besides connecting the plugins
the optimization process based on the genetic algorithm needs
to be modified. The fitness function can be constructed from
the output of the plugins. The only difference with the one
plugin case is that there are now more latent spaces, so we
need to come up with a new crossover method. One solution
is for each plugin to generate some individuals to form the
new generation, but it can also work if we generate the next
generation with a different plugin in each round. Selection and
mutation can be performed as usual in the outer latent space.

The separability of the architecture and the versatility of the
genetic algorithm allows the model to be used in a distributed
environment. The obvious solution is to give every partner a
plugin to work with, this way they only need to agree on the

Fig. 3. Autoencoder with several plugins connected in series. Invertibility
permits the usage of any number of plugins in serial connection.
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pretraining data set. During generation they need to share their
own calculated part of the fitness function and the molecules
generated for the next generation. The sensitive training data,
the known interactions, the parameters and architecture of the
model, and even the methods using for prediction can remain
hidden, mitigating the most common federated attacks [18].
More than that, the partners do not even need to share their
selected target proteins if they are using a more abstract fitness
function, e.g. avoiding a given side effect instead of not to bind
to a given set of targets.

III. RESULTS

We trained the model on the GuacaMol dataset [9] which
contains roughly 1.6 million drug-like molecules, to evaluate
the performance of the autoencoder model before attaching
plugins. After the optimization of the hyperparameters, we
managed to reach a remarkably high, 97.2% reconstruction
on the test molecules and obtained similar benchmark results
as the other models reported by the GuacaMol benchmark [9].
Using a sampling method of a random noise vector with
µ = 0.0, σ = 0.25 around test data, we achieved a validity of
96.11%, a uniqueness of 99.97%, a novelty of 97.18%, and
the KL and FCD scores were 0.9688 and 0.8505 respectively.
To test the plugins, we generated drug candidates to bind to
specific targets. We separated the problem into two subtasks, to
generate drug-like and synthesizable molecules and to generate
molecules which can bind to a set of related protein targets,
that often have strong cross-binding for most known drug
compounds. First, we had pretrained the model on our merged
dataset, after that, two plugins were trained. The one, which
was trained on the GuacaMol dataset was responsible for
the first task. To achieve this, we used a property predictor
to predict the quantitative estimate of drug-likeness (QED)
and synthetic accessibility score (SAS) of the molecules. A
compound with higher QED is more drug-like, while lower
SAS means it can be more easily synthesized. The other plugin
was trained on the ExCAPE-DB dataset with an interaction
predictor to predict the binding to a set of 3 related genes. We
used a weighted sum of the desired molecule properties and
target binding affinities as an objective function.

We were able to generate hundreds of novel and valid
compounds which were not presented in any of the three
datasets. We tested promising candidates with high fitness
scores and made interaction predictions with the Swiss Target
Prediction [17] software, and the molecules showed high
binding affinity to the selected targets.

While the average target prediction accuracy did not im-
prove significantly from the model trained without the plugin
architecture, but the additional benefit of using an arbitrary
number of plugins trained for different tasks allows rapid
customization of desired target profiles, compared to retraining
the entire network.

IV. CONCLUSION AND FUTURE WORK

We have seen the challenges inherent in drug discovery
and that the combination of generative and predictive models

to reach a selective binding profile plays an increasingly
important role in this field of research.

In our paper we introduced a method which can be used to
generate suitable candidates for an arbitrary objective function.
By separating the task of reconstruction and conditioned
generation we end up with a model capable to efficiently
handle newly arriving targets. Finally, we shoved how it can
be used in a distributed environment without sharing any
confidential data.

For further improving the model we want to try the uni-
versal transformer architecture [19] and the relative position
embedding [20].
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Abstract—Central Bank Digital Currency (CBDC) systems are
being developed around the world and production solutions
can be expected in the near future. Should a central bank
allow handling of CBDC on a ledger that is not under its
supervision (via platform bridging), it may wish to specify
certain conformance requirements regarding the transactions. We
propose a novel audit scheme based on Zero-Knowledge Proofs,
which allows the operator of the bridged ledger to prove its
compliance to such requirements, without revealing details about
the transactions (such as the exact participants, the direction
of the transfer, or the transferred value). This scheme aims to
resolve the conflict between banks having to audit how CBDC
is used on the bridged blockchain and consortia trying to keep
sensitive data private.

Index Terms—blockchain, audit, central bank digital currency,
zero-knowledge proof

I. INTRODUCTION

Central Banks (CBs) around the world are actively re-
searching the possibilities of implementing their own Central
Bank Digital Currency (CBDC), with some institutions already
testing prototypes and pilots [1]. Considering the popularity
and success of cryptocurrencies and blockchains equipped
with various smart contracts, we can safely assume that once
a production-grade CBDC emerges, there is soon going to
be a real demand to make it usable on private as well as
public blockchain networks. For example, a consortium might
maintain their own blockchain network, where they wish to
use CBDC as currency. A large motivating factor is that the
CBDC system most likely will not allow the installation of
arbitrary smart contracts (or universal programmability of any
form), a feature widely used by cryptocurrencies today.

There is already a solution known in the cryptocurrency
world for the integration of platforms that do not support
smart contracts and those that do support them, in the form
of platform bridging. Bridging is essentially the process of
allowing some units (in our case, CBDC) to be locked on one
ledger, while so-called shadow or wrapped units of equivalent
value are created on the other ledger (the side-chain). The
shadow can later be converted back into the original instrument
on the first ledger, possibly by a new owner.

However, such bridged CBDC would still be digital money
which has to adhere to certain Know Your Customer / Anti

The research was supported within the framework of the Cooperation
Agreement between the National Bank of Hungary and BME.

Money Laundering (KYC/AML) requirements established by
law. A simple example is requiring CBDC (or its shadow) to
only be owned by persons or organizations who are allowed
(ie whitelisted) at all times. In other words, digital cash cannot
get into the hands of forbidden parties. To prove that these re-
quirements are satisfied, the transactions done with the bridged
CBDC will most likely be subject to audits. Unfortunately,
the straightforward option of the auditors simply reading the
ledger contents is not viable since the information in the ledger
may be highly confidential. The bank is not interested in
all of the data in the ledger, merely in compliance with the
requirements.

In this paper, we present a novel audit scheme for the
bridged CBDC scenario, which makes it possible for the CB
to verify conformance to arbitrary requirements in such a
way that potentially confidential information stored on the
blockchain is not revealed. Our specific contributions are the
following:
• We establish and formalize a minimal blockchain model

for our purposes.
• We define five elementary audit criteria, which must be

met by the transactions on the blockchain.
• We define a complete audit scheme, which allows a

bridged blockchain to prove conformance to these cri-
teria.

The rest of this paper is organized as follows. We further
elaborate on CBDC bridging in the subsection below, fol-
lowed by comparing our approach to other recent work in
section II. Section III introduces our simplified blockchain
model. Building on this formalization, we present an audit
model and protocol in section IV, which we have implemented
as a prototype. Finally, section V summarizes our results and
plans for future work.

CBDC Bridging

CBDC is a form of digital fiat money issued by CBs, just
like physical banknotes that have existed for hundreds of years.
It is similar to other forms of digital money in the sense that
it requires maintaining a ledger of transactions or at least a
registry of current account balances [2]. How this ledger is
accessed, structured, and maintained is a design choice.

A blockchain is essentially a data structure consisting of a
cryptographically linked list of blocks that contain records.
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While cryptocurrencies traditionally store their ledger in
blockchains, CBDC implementations may call for a centralized
ledger solution, not a distributed one. Nevertheless, blockchain
systems are still relevant in the context of CBDC when we
consider the possibility of ‘transferring’ CBDC to an external
blockchain network (sometimes called a side-chain) where it
may be used similarly to cryptocurrencies.

The usual definition of CBDC does not imply univer-
sal programmability by users. In the context of Distributed
Ledger Technology (DLT) and blockchains, this means that
CBDC implementations will likely not support arbitrary smart
contracts. On the other hand, smart contracts are prevalent
in today’s cryptocurrencies and are drivers of innovation in
several areas. However, the fact that they cannot handle digital
cash (as opposed to cryptocurrencies or stablecoins) remains
largely unaddressed. One way to integrate smart contracts
with CBDC is to adopt the existing bridging technology for
integrating different blockchain platforms. Figure 1 offers
a simple architectural overview of such a bridged CBDC
scenario.

CBDC ledger

Central Bank + other parties
blockchain

intermediary

shadow issuance

reclamation

Fig. 1: CBDC bridging

The question is: in this setup, can the CB enforce re-
quirements and conduct periodic or on-demand audits on
the consortial blockchain without gaining access to sensitive
information in the process? In this paper, we focus on an
audit model and protocol based on a relatively new family
of cryptographic algorithms, Zero-Knowledge Proofs (ZKPs),
which essentially allow the bank to verify – or, from another
perspective, the consortium to prove – that the requirements
are satisfied without seeing into any of the transactions, or
even their number.

II. RELATED WORK

zkrpChain [3] and zkLedger [4] are somewhat similar works,
but neither target nor solve the exact same problem. As its
name suggests, the former focuses on range proofs, which are
not readily applicable to the verification of criteria such as
being on a whitelist (set membership). The implementation
mainly uses smart contracts. On the other hand, our proposal
is universal because it allows arbitrary computations to verify
the requirements. Thus, anything be expressed as a program
(source code) can be verified.

zkLedger requires the auditees to actively participate in the
audits and maintain a synchronized commitment cache. In the
audit scheme outlined in this paper, however, the participating
organizations of the side-chain need not actively take part in
audits; a single blockchain node suffices.

Additionally, neither of these solutions offers an easily
programmable interface to define the audit criteria. We have
implemented a prototype in a ZKP system that allows the ex-
pression of the requirements as a simple, procedural program
(rather than arithmetic circuits, for example).

III. BLOCKCHAIN AND REQUIREMENT MODEL

To rigorously define an audit protocol, we must first es-
tablish what we mean by the blockchain to which CBDC is
bridged.

A. Blockchain

The blockchain is an infinitely growing sequence of blocks,
where each block consists of a block header (denoted by B)
and a block body (denoted by T ). The header contains data that
makes this construction a blockchain, and the body is simply a
sequence of transactions organized as a Merkle tree [5] which
belong to the block. Figure 2 is a visual representation of a
segment of the block sequence. We index block headers and
bodies as Bi and Ti respectively, denoting the header and body
of the i-th block (ie the block at height i).

Thus, the entire blockchain B at a given height (ie block
count) h can be expressed as a sequence of ordered pairs of
Bi and Ti: B = ((B0, T0), . . . , (Bh, Th)).

B1 B2 B3

T1 T2 T3

Fig. 2: The block sequence of the blockchain model

1) Blocks: Each block consists of a header and a body. The
header is an ordered pair of the hash of the previous block’s
header (prev) and the root of the Merkle tree that contains all
the transactions in the block (root). The body is the sequence
of transactions stored in a Merkle tree, whose top hash is root.
Figure 3 illustrates the individual block headers and bodies.
The genesis block’s prev value is nil. We denote the sequence
of all blocks in the blockchain B by BB.

prev root

B

(a) Structure of a block
header B

root

Hash(t1)

t1

Hash(t2)

t2

T

(b) Structure of a block
body T

Fig. 3: Visualization of block headers and bodies in the
blockchain model
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2) Transactions: Transactions (denoted by t) are ordered
triples formed by their source s, their receiver r and the
amount a of funds transferred.

To further simplify the model, let us assume that each block
contains exactly two transactions:

∀(B = (root, prev), T = (t1, t2)) ∈ B

: root = Hash (Hash(t1) ++ Hash(t2))

‘Hash’ denotes an arbitrary collision-resistant hash function
and ++ is the concatenation operator (applied to binary values).

The sequence of transactions in a blockchain B – denoted
by TB – is understood as the sequence of all transactions in
all blocks: TB = {t ∈ T : (B, T ) ∈ B}.

We also define S(t), R(t), and A(t) to denote the sender,
receiver, and amount of a transaction t respectively.

3) Accounts: Accounts represent the senders and receivers
of transactions. In our model, they are simply identified by
integer values: A 6= ∅ ⊆ N. Account 0 is the genesis account,
which always exists. We assume that the set of accounts is
constant for the lifetime of the blockchain.

Every account has its balance, which is a non-negative
integer. When the blockchain is created, the genesis account’s
balance becomes the total balance in the blockchain. In other
words, there is a fixed amount of units (‘money’) in the system
at all times.

We denote the set of all accounts in a blockchain B by AB.
4) Genesis: Genesis refers to the creation of a blockchain.

The following two parameters are involved when creating
a blockchain B: the total balance $B, and the final set of
accounts AB.

B. Requirements

We have collected five basic requirements to which
blockchain state is expected to conform, verified during an
audit protocol. We want to ensure that for all transactions in
any given block
(1) the sender has sufficient balance to spend;
(2) the receiver is allowed to receive funds (ie is whitelisted);
(3) the balance of the receiver after the transaction equals

their balance before the transaction plus the transferred
funds;

(4) the balance of the sender after the transaction equals
their balance before the transaction minus the transferred
funds;

(5) the hash of the block header (found in the next block’s
header) is indeed the hash of the block’s header concate-
nated with the root of the Merkle tree that contains the
transactions in the block.

Based on our formalized blockchain model, we can express
these requirements succinctly, as seen in Table I.
tij denotes the jth transaction in the ith block Bi. P(t) is

the transaction immediately before t:

P(tij) =

{
tij−1 : j > 1

ti−1N : otherwise
, where N is the (constant)

number of transactions in each block (defined to be 2 for

req. formalization

(1) ∀tij ∈ T : B
(
s,P(tij)

)
≥ A(tij)

(2) ∀tij ∈ T : S(tij) ∈WhiteList

(3) ∀tij ∈ T : B(r, tij) = B
(
r,P(tij)

)
+A(tij)

(4) ∀tij ∈ T : B(s, tij) = B
(
s,P(tij)

)
−A(tij)

(5) ∀Bi = (previ, rooti), Bi−1 = (previ−1, rooti−1) ∈ B

: previ = Hash(Bi−1) = Hash(previ−1 ++ rooti−1) (i > 0)

TABLE I: Formalized requirements

simplicity). B : A × T → N with B(u, tij) = the balance of
account u after transaction tij is a function defined to simplify
expressing account balances.

B(u, tij) =
i−1∑

n=0


 ∑

θ∈Tn:R(θ)=u

A(θ)−
∑

θ∈Tn:S(θ)=u
A(θ)




+

j∑

k=1

[R(tik) = u]A(tik)−
j∑

k=1

[S(tik) = u]A(tik)

where [P ] is an Iverson-bracket expression, ie [P ] is 1 if P
is true and 0 otherwise. WhiteList ⊆ A is a set of allowed
transaction senders, which may change over time.

IV. AUDIT SCHEME

During an audit, the CB must be able to verify conformity
to the requirements without directly accessing ledger contents.
As we established earlier, the latter may not be compatible
with the confidentiality requirements of the consortium using
the blockchain. Our audit scheme relies on ZKPs to allow
the consortium to prove that the ledger state is valid in
zero-knowledge. In other words, the bank (the auditor) learns
nothing more in the process other than that the requirements
are satisfied.

ZKPs are cryptographic constructions that allow a Prover to
prove the truth of a statement to a Verifier in such a way that
no information is revealed in the process other than whether
the statement is true. They are relatively new in mathematics
and cryptography but already have several applications in
cryptocurrencies where privacy is paramount. For example,
Zerocoin [6] and its successor, Zerocash [7], heavily rely on
ZKPs.

As shown by [8], it is possible to generate a Non-Interactive
ZKP for arbitrary computations done on a von Neumann ar-
chitecture. This essentially means that a program or algorithm
itself can be the subject of a Zero-Knowledge Proof. For our
purposes, the audit protocol can be expressed as a computation
that verifies our requirements in zero-knowledge.

Several ZKP systems and software implementations exist.
In our work, we used Zilch [9], mainly because it allowed
rapid prototyping thanks to its Java-like procedural language
in which computations can be expressed. Zilch internally
relies on Zero-Knowledge Succinct Transparent ARguments
of Knowledge (zk-STARKs).
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Our audit protocol design is interactive, meaning that the
CB and the blockchain engage in an online, synchronous
exchange of messages, during which the satisfaction of the
requirements by the ledger state is proven. The interactive
audit flow is visualized in Figure 4.

CB consortium

Request audit Mark
blockchain state

Engage in protocolEngage in protocol

Handle results

Fig. 4: Interactive audit

A crucial problem to solve is how to ensure that the state
which forms the subject of the audit is the actual ledger
state, and not data fabricated by a malicious consortium. A
simple solution would be for the CB to maintain their own
so-called lightweight or header node on the blockchain, which
does not have access to block bodies (ie transactions), only
headers. Thus, no information is leaked by the block headers
themselves. In such a setup, an export of the marked state
would be committed to the blockchain state in the sense that
it contains the hashes of all blocks (except perhaps the last
one), which are also recomputable for each block from the
transactions.

The rest of this section describes an audit process in our
model. Let us start with an arbitrary state of the side-chain
and an incoming audit request from the CB. The current state
is marked: the audit is performed on the data that existed at the
time of the audit request. In the meantime, the blockchain can
still be operational; blocks can be appended, smart contracts
can be executed. From this point, the required steps are the
following:

1) If required, we convert the blockchain state into a format
that can be fed into the audit algorithm. In this process,
we trim all unnecessary information and essentially gen-
erate a view of blockchain, which is just a sequence of
transactions.

2) We open a communications channel between the CB and
a node on the blockchain to convey audit information.

3) The two parties engage in an Interactive Zero-Knowledge
Protocol, during which the verification algorithm is exe-
cuted as a computation, and successful termination signi-
fies a successful audit. This algorithm must be previously
agreed upon by both parties and is itself public. The
concrete arguments of the algorithm are only known by
the blockchain node.

4) Whether successful or not, the CB takes note of the event.

It is up to the CB to decide how the results of a non-
compliant audit are handled: they may require a more in-depth
audit to give the consortium a chance to come clean about the
situation at the cost of exposing their private data, or they may
simply record the violation.

More information, including the verification protocol as
pseudocode and the Zilch prototype can be found in [10].

V. CONCLUSION AND FURTHER WORK

In our work, we have presented a complete audit model
and protocol for a bridged CBDC scenario using ZKPs. We
have created a prototype implementation using Zilch, which
showed promising results during ad-hoc testing with hand-
crafted data. After improving on the less refined parts of
our implementation, we would like to put it to the test by
evaluating its performance on data similar in volume to what
is expected on a real consortial network.

An exciting challenge is how bridged CBDC that is pro-
cessed by smart contracts can be handled. Tackling this
problem would take us one step closer to real-life applica-
tions. We also plan to consider the transactions’ cryptographic
signatures, verifying them during audits.

Looking further, the audit protocol outlined in this paper is
not specialized to CBDC systems whatsoever. The prospects
of applying the methodology in the broader area of cross-
organizational integrations are certainly worth looking into.
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