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FOREWORD 

On behalf of the Organizing Committee, I welcome you to the 28th Minisymposium of the 

Department of Measurement and Information Systems at the Budapest University of 

Technology and Economics.  

It is a pleasure to see that besides the Ph.D. students of the Department, we can also welcome 

our international scientific partners and our talented Bachelor and Master students. The 

Symposium will be a great possibility to present and discuss their scientific results and get 

feedback on improving their work. 

The Symposium’s scope covers the key research areas of the Department: from measurement 

theory and digital signal processing, through artificial intelligence and bioinformatics to cyber-

physical systems, dependability and security. 

Like the last years' practice and conforming to the international trends, the proceedings will be 

published only in electronic form. We have experienced that the easy accessibility of the digital 

version makes it insufficient to publish a printed edition. We hope that the advantages of the 

electronic form will dominate any emerging inconvenience. 

Due to the pandemic, for the first time, the Symposium will be held online. By this means, we 

lose the opportunity for personal discussions during the breaks. However, the online version's 

benefit is that it makes it possible both for the presenters and for the audience to join the 

Symposium worldwide. 

We wish that the forthcoming one and a half days will not only be fruitful in a sense that we 

will be able to gain insight into the research of one another, but it will also be a time for 

collecting ideas for future research, as well as for finding possible interdisciplinary cooperation 

areas. 

 

Budapest, February 2021 

 

 

______________________ 

Balázs Renczes 

General Chair 

2



PAPERS OF THE MINISYMPOSIUM

Author Title Page
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Abstract—Facial microexpressions are instantaneous features
signaling various details regarding the emotional and mental state
of human beings. A key property of such features is that their
interpretation as signals is the same or closely similar for all
people. Currently, their detection requires a human expert. The
automation of this task would allow a more widespread use. In
this paper, we propose a hybrid solution, which is based on a
framework of landmark points identified by a machine learning-
based method. Upon this, we designed an expert system which
utilizes image processing and signal processing algorithms such
as homomorphic filtering, RANSAC parabola fitting, Hessian
based shape analysis and change detection in order to identify
microexpression features such as gaze detection and eyebrow
raising. We evaluate these algorithms in real videos and pictures,
and examine their applicability in practical scenarios. Our long-
term goal is to detect complex facial expressions and emotions
with the help of the detected microexpressions.

Index Terms—microexpression, image processing, landmark
points, expert system, facial expressions

I. INTRODUCTION

Microexpressions are the visible features of emotions ap-
pearing on the face for a very short time, e.g. an involuntary
reaction to a question. Automating the detection of facial
expressions would allow a wide range of uses, e.g. to study
reactions to an advertisement or to assist in the diagnosis of
mental disorders. Experts usually distinguish 7 different basic
emotions: anger, disgust, fear, happiness, sadness, surprise and
contempt. In order to categorize reactions in videos, proper
detection of microexpressions is required. In this paper, we
propose algorithms to detect some of them. The first step is to
detect the motion of the muscles, the so-called action units on
the face. These parts of the face are described in detail in the
FACS system [1]. Emotions can be determined based on the
activated action units. The proposed methods estimate gaze
direction, detect blinking and eyebrow raising by utilizing the
output of an open-source landmark detection method [3].

This research was supported by the ÚNKP-20-5-BME-92 New National
Excellence Program of the Ministry for Innovation and Technology from the
source of the National Research, Development and Innovation Fund, and the
János Bolyai Research Scholarship.

Fig. 1: Layout of the landmark points

A. Detection: machine learning vs expert system approach

There are two main approaches to detect microexpressions:
machine learning based and expert image processing based
systems. Machine learning based solutions can be robust
if the training data is properly annotated and has adequate
diversity. However, in the current scenario such a dataset is
not available, and the available emotion detection models are
not accurate enough. In an expert systems, several image
processing algorithms are utilized to make a prediction from an
image or a video. Such methods require a lot of fine tuning,
most of which are arbitrary. We propose a hybrid solution:
using a pre-trained, machine learning-based system, landmark
points are established as shown in Figure 1. Based on the
landmark points, image processing methods are applied to
detect facial features and muscle movements.

II. GAZE DETECTION

The main parts of estimating gaze detection are the lo-
calization of the eye and the iris. It also includes blink
detection which can be an essential feature in the identification
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of surprise, disgust or fear. The proposed solution for gaze
detection was based on an open source gaze estimator called
EyeTab [8] which was modified in order to increase robustness
to changes in illuminations, to the variance in the visible size
of the eyes.

A. Eye localization

In the first step, the regions of interest (ROIs) corresponding
to eyes are determined. This was based on OpenCV Haar-like
feature based cascade classifiers [7] in the EyeTab method.
However, our initial analysis indicated that the ROIs defined
by the bounding box of eye specific landmark points, provide
more accurate results. Thus we modified EyeTab to utilize the
polynom defined by the eye landmark points.

B. Pupil detection

The pupil is detected by combining two algorithms: the
first is a gradient based [5] while the second is an isophote
based [6] approach. In addition, the original input (the red
channel of the RGB image) is replaced with the homomorphic
filtered grayscale image, which resulted in more accurate pupil
predictions.

1) Homomorphic filter: Homomorphic filtering can be used
to compensate inadequate lighting, for example a shaded eye
socket. Only the energy of low frequency components are
reduced, therefore fast intensity changes (e.g. wrinkles) are
preserved. It can be formulated as follows:

Imhomomorphic = T (exp(log(Im)− log(Im) ∗Gσ))

T (x) = min (x, 1)

Here, Gσ is the 2 dimensional, isotropic Gaussian function
with σ parameter and ∗ means convolution. T cuts the values
under 0 and over 1.

C. Blink detection

The pupil detection algorithm proposes a region of interest
not only when the eyes are open, but also when the eyes are
closed or are blinking. In order to detect blinking, a local
Hessian based image analysis is applied to distinguish true
and false ROIs proposed by the pupil detection method.

A typical pupil in a grayscale intensity image, after utilizing
homomorphic luminance compensation method, is a round
region, which is darker compared to its neighboring pixels.
These regions can be highlighted by local Hessian based
filtering method, which is defined by:

Hσ = α(σ) · ∇2(I ∗Gσ)

where ∇ is the gradient operator and ∗ denotes the operator of
the convolution. α(σ) is a normalization scalar compensating
the multiplicative dependency of the norm of the matrix on
the σ parameter. Based on the scale space theory [4] α(σ) =
σ2. The value of σ depends on the size of the blob which
is proposed as a pupil candidate, which is determined by the
solution of the optimization problem:

σ(r) = arg max
σ

{
(Dr ∗ (α(σ) ·Gσ))(0, 0)

}
= r/

√
2

where r denotes the radius of the blob, Dr denotes the binary
image of the (0, 0) centered homogeneous sphere with radius
r:

Dr(x, y) =





1, if
∥∥∥[x y]

∥∥∥
2

6 r

0, if
∥∥∥[x y]

∥∥∥
2

> r

The local Hessian operator assigns a 2 × 2 matrix to each
pixel of the examined image. Since the shape of the visible
pupil is highly dependant on the direction of the gaze and the
distance between the lower and the upper eyelids, its radius
can not be precisely estimated by the pupil proposal algorithm,
therefore a set R of possible r-s is defined. An ellipse is fitted
to the limbus points using the RANSAC [2] method, the axes
of which are used as radius proposals. Furthermore we found,
that the eye landmark points are stable in the two corners of the
eye. Based on these fixed ratios ( 1

2 ,
5

12 ,
1
3 ) of the half distance

between the corners of the eye are added to the proposals.
The best fitting r ∈ R is defined by its corresponding scale,

in which the largest amplitude curvature of the surface defined
by the intensities of the image is the minimal (which corre-
sponds to our observation, that the pupil can be approximated
by a dark blob):

r∗ = arg max
r

{
λmax{Hσ(r)}

}

where λmax denotes the maximal amplitude eigenvalue of the
Hessian matrix, and (x0, y0) denotes the proposed center of
the pupil. Eigenvalues of the Hessian are calculated by:

λ1{H} =
trace{H}+

√
trace{H}2 − 4 det{H}

2
λ2{H} = trace{H} − λ1{H}

The first equality can be derived based on the following
observations:

trace{H} = trace{QTΛQ} = trace{ΛQQT }
= trace{Λ} = λ1 + λ2

det{H} = det{QTΛQ} = det{QT } · det{Λ} · det{Q}
= det{Λ} = λ1 · λ2

where H = QTΛQ is the eigenvalue–eigenvector decompo-
sition of the Hessian matrix, which always exists, because H
is symmetric. Please note that Q is an orthonormal matrix,
therefore QTQ = I.

After we get the scale, the only remaining task is to examine
the circularity of the examined blob, which can be measured
by:

C(r)(x0, y0) = λmax

{
Hσ(r)(x0, y0)

}
· λmin

{
Hσ(r)(x0, y0)

}

Since the Hessian matrix is symmetric, it can be diagonalized
by an orthonormal matrix, which means that the product of the
eigenvalues is equal to the determinant of the Hessian, which
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