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FOREWORD

This proceedings is a collection of the lectures of the 22nd PhD Mini-Symposium held at the De-
partment of Measurement and Information Systems of the Budapest University of Technology and
Economics. The main purpose of these symposiums is to give an opportunity to the PhD students of
our department to present a summary of their work done in the preceding year. It is an interesting
additional benefit, that the students get some experience: how to organize such events. Beyond this
actual goal, it turned out that the proceedings of our symposiums give an interesting overview of the
research and PhD education carried out in our department. The lectures reflect partly the scientific
fields and work of the students, but we think that an insight into the research and development activ-
ity of the department is also given by these contributions. Traditionally our activity was focused on
measurement and instrumentation. The area has slowly changed during the last few years. New areas
mainly connected to embedded information systems, new aspects e.g. dependability and security are
now in our scope of interest as well. Both theoretical and practical aspects are dealt with.

The proceedings will not be published in printed form, it has turned out that nowadays the web publica-
tion of symposium lectures is enough. This new form has some advantages, but it has some challenges
as well. We hope that the advantages will dominate.

The papers of this proceedings could be sorted into two main groups: Model-based and Intelligent
Systems; and Signal Processing and Data Mining. The lectures are at different levels: some of them
present the very first results of a research, others contain more new results. Some of the first year PhD
students have been working on their fields only for half a year.

There are two types of papers. One is a short independent publication, it is published in the proceed-
ings. The other is simply a summary of the PhD student’s work. This second one is intended to give
an overview of the research done during the last year; therefore, it could contain shorter or longer
parts of the PhD student’s other publications. It does not necessarily contain new results, which have
not been published earlier. It is clearly indicated in each paper that which category it belongs to. To
avoid copyright conflicts, these papers are not published in the proceedings. Anyone interested, please
contact the author.

During this twenty-one-year period there have been shorter or longer cooperation between our depart-
ment and some universities, research institutes, organizations and firms. Some PhD research works
gained a lot from these connections. In the last year the cooperation was especially fruitful with
the European Organization for Nuclear Research (CERN), Geneva, Switzerland; Vrije Universiteit
Brussel Dienst ELEC, Brussels, Belgium; Robert Bosch GmbH., Stuttgart, Germany; ERICSSON
Magyarország Kft., Budapest; Complex Systems and Computational Neuroscience Group at Wigner
Research Center, Budapest; National Instruments Hungary Kft., Budapest; IEEE Instrumentation and
Measurement Society & Engineering in Medicine and Biology Society Joint Chapter, IEEE Hungary
Section.

We hope that similarly to the previous years, also this PhD Mini-Symposium will be useful for the
lecturers, for the audience and for all who read the proceedings.

Budapest, January, 2015.

Béla Pataki
Chairman of the PhD

Mini-Symposium
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Identification of Dependability Models
from Large Observation Sets

Ágnes Salánki
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András Pataricza
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Abstract—Dependability analysis of complex infrastructures
necessitates a sophisticated statistical analysis in order to estimate
the causes of failures. The paper presents a combination of
visual analytics and algorithmic methods specialized to rare event
analysis. The main outcomes of the proposed analysis process are
a statistical model of the system and the estimation of the main
factors to be used in supervisory systems for an early detection
of potential failures.

I. INTRODUCTION

By design, failures in high-availability systems are ex-
tremely rare. Resilience of such systems can be analyzed only
empirically, because the diversity of the building components
and the complexity of their interaction jointly exclude efficient
usage of analytic methods. System models typically lack
an exact statistical projection, thus, nonparametric analytics
methods are needed.

Visual exploratory data analysis (EDA) performed by do-
main experts is a promising approach to support empirical
construction of dependability model. However, application
of analysis techniques can be challenging because of rare
occurrence of fault events (outliers, anomalies). Nowadays, a
variety of tools exist for detection of rare events in a multi-
dimensional space. These automated methods without exact
parameter tuning may retrieve spurious relationships instead
of semantically correct results.

Visualization-based and algorithmic methods have the po-
tential to complement each other [2], [3]. Visual analytics is
intuitive, exploits the semantic interpretation skills of an expert
typically without a demand for deep statistical knowledge.
However, visual analytics can only provide rough estimations
of clusters. On the other hand, computation-centric methods
are able to select best-fitting boundaries to data clusters, find
the best configuration, build models and test hypotheses.

Three types of integration are defined in [3]: a) computa-
tionally enhanced visualization techniques (e.g. artificial selec-
tion of ,,interesting” scatterplots); b) visually enhanced mining
(e.g. presentation of hierarchical clustering with dendograms)
and c) fully integrated visualization and mining (e.g. interactive
decision tree building in [2]), where the current approach also
belongs to as well.

The goal of this paper is to present an approach for
computationally enhanced visual detection and characteriza-
tion of rare events. We find the synergistic integration of the

Parallel 
coordinates plots

Outlier detection 
algorithms

1. subset 
selection

2. parameter 
estimation

3. visualization 
(coloring and axis 

reordering)

Visual analytics
Automated analytics

Fig. 1. The visual outlier detection approach

semantic interpretation capability of an expert used in visual
analytics with the precise processing of algorithmic methods
very promising.

Parallel coordinates plots (PCPs) [8] were selected for
visualization as the most sufficient means to present multi-
dimensional data sets.

The user can select an initial set of candidate outliers on
the PCP interactively, thereafter a dedicated algorithm refines
the parametrization of the DB [10] detection algorithm. Thus,
the processing of a large data set can be reduced to semi-
supervised learning by this outlier-focused relevance filtering.
Results from the automated detection are back-annotated on
the PCP to allow the user to refine the query.

II. RELATED WORK

A. Outlier detection

Outliers are data points deviating significantly from other
observations. Accordingly, it is deduced that they were gen-
erated potentially by a different mechanism than the bulk of
data [7]. Outliers are categorized into three main groups [4]:
1) point outliers; 2) collective outliers and 3) contextual out-
liers. Point outliers are observations individually differing from
the rest of the data set, e.g. an extreme peak in CPU usage.
Contextual outliers are observations of a context-dependent
deviation, e.g., a large peak in CPU usage may be suspicious
only at night. A collective outlier group includes a subset of
observations, collectively deviating from the bulk of points,
even if the individual observations themselves may not be
outliers, e.g., continuously large CPU usage in a system where
only short peaks are allowed.
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The two main groups of outlier detection algorithms are
distance-based and density-based methods. Distance-based
methods assume that outliers are far from the bulk of points
or the center of the entire data set. This family of methods
contains e.g. DB, which marks a node as outlier if it has
only few neighbors around it in a hypersphere. Density-based
approaches mark those data points as outliers whose density
(e.g., average number of neighbors) is highly different of their
local neighborhood (LOF or NNDB [12]).

B. Multi-dimensional visualization techniques

General-purpose multi-dimensional visualization tech-
niques, including PCPs, scatterplot matrices or tableplots [13],
all focus on a specific aspect of the observation set. Other
methods, like MDS (Multi-Dimensional Scaling), PCA (Prin-
cipal Component Analysis) plots or biplots project the multi-
dimensional space into a subspace of a lower dimension and
simultaneously highlight some special characteristics of the
observation set. [9] presents specific transparency functions to
control the visualization of outliers in PCP.

Interestingness measures and labels can be used as guid-
ance of visual analysis by a preference attribute defined by
the user. These metrics and annotations are analyzed simulta-
neously during the analysis as support in the subsequent steps
for search space reduction or result ranking [5] [6].

III. ANALYSIS WORKFLOW IN IT INFRASTRUCTURE
MANAGEMENT

This section summarizes the possible steps of a failure-
triggered analysis workflow (Fig. 2). Its primary goal is root
cause analysis while identification of trends or a fine diagnosis
is only of secondary importance.

Usually the assurance of high availability, especially in
our focus area of cloud computing, is a main engineering
objective. Accordingly, coarse-grained diagnosis is sufficient
to take mitigation actions. A detailed analysis serves only the
fine-tuning and extension of automated monitoring and control
mechanisms of the supervisory system.

Failure-triggered analysis of IT systems consists of two
steps: 1) analysis of phenomenological observations (failure
analysis); 2) analysis of the monitored infrastructure (root
cause analysis).

The goal of failure analysis is to detect any sudden parasitic
degradations in the high-level QoS metrics to avoid permanent
SLA violation, assuming that our system works typically cor-
rectly and errors happen only very rarely. The corresponding
analytics methodology here is outlier detection.

We assume that the number of high-level metrics is around
10 in our domain (e.g. [1]); root cause analysis still has to
deal with a possibly large number of low level infrastructure
metrics. There are several million observations, according to
the typical sampling frequency and error latency, this may
represent a day with time-triggered data acquisition methods
applied in modern large systems.

Root cause analysis serves identification and elimination
of faults in the system causing the observed QoS degradation,
e.g. to find the resource acting as a bottleneck. Thereafter,
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successful
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New monitoring rule
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Monitoring 
anomaly
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Time series 
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successful
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Fig. 2. Analysis workflow of a typical IT environment

new monitoring rules can be added to the supervisory system
to detect, diagnose and mitigate such faults. The analytics
method here is classification, being capable of exploring and
localizing the data set subspaces corresponding to erroneous
system states.

Root cause analysis sometimes fails to identify the fault.
The main reason for this problem is that no complete a
priori fault model can be constructed for such large-scale and
complex systems. If the failure is caused by an unobserved
factor (e.g., some change in the environment), then frequently
no significant difference in resource utilization, operational
domain, etc. can be found prohibiting a proper diagnosis. The
prediction of the QoS degradation based solely on detecting
changes in high-level observations before the rare event is still
possible at the phenomenological level. Dynamic time series
analysis methods are the most promising in this case.

IV. INTERACTIVE OUTLIER DETECTION WITH PCPS

Outlier detection is usually performed in the first phase of
the analysis process. The domain expert faces two challenges
at this point: 1) very efficient multi-dimensional visualization is
needed requiring no exact knowledge about relevant factors in
the operational domain under investigation; 2) parametrization
of automated outlier detection algorithms is a hard problem,
their indirect estimate is sometimes not intuitive.

Our approach supports an efficient offline outlier detection
and characterization along the following workflow (Fig 1):

Step 1 the user selects an initial subset of candidate outliers
on the PCP plot and estimates the number of outliers
in the data set: this number can be influenced by the
domain, the time window, etc.;

Step 2 the DB algorithm is parameterized based on the pre-
vious user interaction; thereafter the algorithm deter-
mines the entire set of outlier candidates;

Step 3 the outliers (and simultaneously the dense clusters
as point of reference) are visualized, where colors
reflect the decision parameters of the algorithm and
axes are reordered to highlight the relevant dimensions
separating the outliers from normal points.

Individual steps are detailed in the following subsections.

A. Parameter estimation

An object x in a dataset T is a DB(p,D) outlier if at least a
fraction p of the objects in T lies from x greater than distance
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D [10]. This is one of the basic, actively used concepts in
the outlier detection community. Despite the simplicity of the
intuitive definition, it is cumbersome to estimate the parameters
p and D in the early exploration phase of the analytics process.
However, the domain expert could have an exact vision about
the proportion of outliers in the entire data set and, after
exploring it, which observations seem most suspicious. Our
approach presents a heuristic of estimation of p and D, based
on the aforementioned two input parameters.

The parameters of the algorithms (Algorithm 1 and Al-
gorithm 2) contain the data set T , the user-defined candidate
subset O, the estimated proportion of outliers in the data set
ε and the number of maximal allowed iterations n.

Algorithm 1 computes a (p,D) value pair based on the
maximum proportion of neighbors to be considered i. First, the
empirical distribution function is computed from the distances
around each outlier candidate o (line 1). Secondly, a minimal
distance D is defined, assuming that an outlier candidate has
at most i neighbors in distance D (line 2). The final estimate
for parameter p is computed from this distance to ensure
that the selected candidate subset satisfies the DB outlier
conditions (line 3). Finally, the size of the final outlier subset
is determined (line 4).

Algorithm 1 Parameter estimation for a specific initial i
quantile
Input: T : entire data set, O: outlier candidate subset, ı: maximum

proportion of neighbors to be considered;
Output: Di: border distance of close neighbors,

pi: border proportion of close neighbors,
nni: vector containing the number of close neighbors

1: hx: distance from other points for ∀x ∈ T
2: Di := mino∈O ecdf−1

ho
(i)

3: pi := maxo∈O ecdfho(D)
4: nni := |x : x ∈ T, ecdfhx(D) ≤ p|
5: return pi, Di, nni

Algorithm 2 computes possible (p,D) values in discrete
points in [0, ε], considering the maximal number of itera-
tions n. The estimated values of p and D are calculated
by Algorithm 1 in every iteration, which results in different
outlier sets. No convergence can be assumed without a priori
knowledge about distributions, thus, we calculate different
outlier candidate sets at discrete points. At the end, an ideal
parametrization is chosen to minimize the difference between
the expected and the calculated outlier set size.

B. Visualization of outliers

This phase of analysis aims at visualization of the input
data set; special coloring and axis reordering were chosen
to reflect the DB results and highlight the characteristics of
outliers.

Coloring: Any visual characteristics of a parallel coordi-
nates line could be used to highlight outliers, e.g. transparency,
color, size, texture, etc. Coloring was chosen in our visual-
ization, because this is a non-additive characteristics: dense
clusters do not amplify each others’ value, as transparency,
texture or size do.

The color of each observation is based on its number
of neighbors. The breakpoints on the color scale partitions

Algorithm 2 Parameter estimation for DB algorithm
Input: T : entire data set, ε: estimated proportion of outliers in the

data set, O: outlier candidate subset, n: maximum number of
iterations

Output: pi: border proportion of close neighbors, Di: border dis-
tance of close neighbors

1: for i := 0 to ε do
2: Di: border distance of close neighbors applying Algorithm 1
3: pi: border proportion of close neighbors applying Algorithm

1
4: nni: vector containing the number of close neighbors applying

Algorithm 1
5: errori := |nni − ε|
6: i+ = ε/n
7: end for
8: init := arg mini errori
9: return pinit, Dinit

the observations into three main groups: outliers (low values)
are colored with red, normal points (high values) are blue,
intermediate points are yellow. This is another supporting
feature to highlight the separation quality of regions.

Axis order: Relevant dimensions to be monitored can be
selected differently from one operational domain to another
one. Thus, an appropriate order of coordinates axes should be
computed to determine the best dimensions separating outliers
from normal points. For this, the selected detection algorithm
(e.g., DB) is run on every one-dimensional subset. Dimensions
are ranked based on the correlation between their value and
the final outlier score. The strength of the interdependence of
two dimensions is evaluated by metrics, which can be used in
the case of a non-linear relation.

x y z x y z

0.25

0.50

0.75

neighbor prop.

z x y z x y

0.25

0.50

0.75

neighbor prop.

z x y z x y

0.25

0.50

0.75

neighbor prop.

Fig. 3. An initial user interface and results from different initial subsets

Results from two different subset selections are presented
in Fig. 3. The typical cluster visualizations with low trans-
parency (left) and outlier parallel coordinates plot (right) are
present side-by-side, where the former serves as point of
the reference and so supports outlier characterization. The
first panel (top) presents the initial user interface, the other
two (middle and bottom) show results of different subset
selections. Although the set of outliers are different, identical
axis reordering was performed.
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Fig. 4. Outlier detection in QoS metrics of a stream processing environment

V. CASE STUDY: OUTLIER DETECTION IN A STREAM
PROCESSING ENVIRONMENT

Our outlier detection approach is demonstrated on a data
set collected in the Storm [1] stream processing environment,
while running an application computing the average delay of
US flights. Data tuples in the experimental environment are
being transferred between three types of nodes: aggregator, the
gatherer and the sweeper, being responsible for aggregation
by date, the computation on the aggregated data and the time
handling.

Three metrics are stored about every component: process
latency, execution latency and capacity. The first two reflect
the time spent between start and end of processing of the
incoming tuple, the time spent between start of processing and
the formal verification of it, while the capacity is a derived
metric in the range of [0, 1], reflecting how strongly the actual
component can be considered as a bottleneck in the system.
The environment was monitored by a 10 sec sampling time; the
data set contained around 1800 observations in 9 dimensions
in this small-scale pilot.

The initial user interface and the final result after selection
of a tight subset is presented on Fig. 4. Examining the
clustering and outlier plots simultaneously, we can notice
that a large subset of outliers and intermediate observations
show a typical behavior in every dimension but the capacity
dimensions of the aggregator and gatherer node (a.cap and
g.cap). These were chosen as two first axes: their high values
show indeed a strange behavior. Thus, we can conclude that
the most relevant factors to be observed in the future are the
capacity of aggregator and the gatherer.

VI. CONCLUSION AND FUTURE WORK

The paper presented an interactive outlier detection and
characterization approach for computing enhanced exploration
of outliers.

Although PCP is an ideal visualization technique in terms
of scalability and information compression, the method is
unable to efficiently give to the users an idea about distances
between points (contrary, e.g. to the scatterplot matrices).
Coloring can partly eliminate this problem. Initial visual
analysis approaches in our domain (e.g., [11]) suggest that

operational domains are frequently analyzed separately. Thus,
use of distance based algorithms seems very promising in our
domain.

Extensions of current user interface is planned to support
visualization of object relationships typical in our domain:
absolute and relative amount of resource metrics on different
levels, possible interference between virtual machines, etc.
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Abstract—Formal methods have an important role in ensuring
the correctness of safety critical systems. However, their appli-
cation in industry is always cumbersome: the lack of expertise
and the complexity of specification languages prevent the use of
formal verification techniques. In this paper we take a step in the
direction of making formal methods applicable by introducing a
framework that enables efficient modeling and analysis of real-
time systems.

I. INTRODUCTION

Nowadays, an ever increasing number of information sys-
tems are critical embedded systems that have a dedicated
function in a specific, safety critical application environment
(e.g., components of a railway control system). In case of such
systems, failures may endanger human life, or result in serious
environmental or material damage, thus ensuring conformance
to a correct specification is crucial for their development.

To guarantee that a system operates according to its spec-
ification, formal verification techniques can be used. These
techniques are based on the formal representation the system
and its properties (requirements), which enables to apply math-
ematical reasoning to investigate their relationship. Moreover,
these methods allow verification of systems in an early phase
of the development life cycle prior to testing.

Since the behavior of safety critical systems is often time
dependent, the notion of time has to be represented in their
models. Timed automata are the most prevalent way to model
timed systems. However, this formalism is only suitable to
describe timed behavior with respect to constant values, thus
its expressive power is insufficient to model systems with
parametric behavior. Parametric timed automata, an extension
of the original formalism, address this problem.

In this paper we introduce a formal modeling framework
for supporting the efficient development of formal models
based on parametric timed automata. The modeling language
is based on the language of the well-know Symbolic Analysis
Laboratory (SAL) framework1 with extensions to simplify the
work of the modelers. These extensions enable the modeling
of time dependent behavior on language level.

1http://sal.csl.sri.com/

II. RELATED WORK

Our work is inspired by the SAL model checker [5] and its
language (our extensions are introduced in Section III). The
SAL language enables compact modeling of systems in terms
of (unlabeled) symbolic transition systems, however it does
not support explicit modeling of time related behavior. The
aim was to preserve compatibility so that the timed models of
our extended language can still be transformed to the input of
SAL. As another related tool, UPPAAL [1] is a model checker
widely used for the verification of timed systems. It has a
graphical interface and it provides efficient model checking
algorithms to verify timed automata. UPPAAL models can
also be transformed to our language with some restrictions:
our formalism does not handle complex function declarations.
Our approach has different strengths as the underlying Sat-
isfiability Modulo Theories (SMT) technologies are efficient
in reasoning over complex data structures of the modeled
systems. In addition, complex synchronization constraints can
be compactly expressed in our approach. The industrial case
study of the paper was first introduced in [6], where the
SAL model checker was used for the verification. Our paper
summarizes the lessons learnt from that work.

III. THE SPECIFICATION LANGUAGE

The core of the specification language is a constraint
language that enables declaration of uninterpreted constant
symbols of complex data types and constraints over them.
Supported data types include boolean, integer, real, enumera-
tion, function, array, tuple and record types, and subtypes that
are constrained by some formula. Constraints are sorted first
order logic formulae in the combined theory of integer and
real arithmetic.

The specification language enables the modeling of real time
systems by means of symbolic transition systems with clock
variables and parameters. The definition of a system consists
of variable declarations, invariant and urgency constraints that
constraint the traces of the system, and the description of
the initialization and transition relations of the system with
guarded commands. Systems can be composed synchronously
or asynchronously to define more complex behavior. Properties
are CTL∗ formulae over system variables.

For a more detailed description we refer the reader to [7].
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IV. THE VERIFICATION WORKFLOW

The semantics of the language is provided by a series of
simplifying model transformations, and a mapping to an SMT
problem. The starting point of the workflow is a model in
the above language given either directly, or as a result of a
transformation from other timed formalisms, e.g. UPPAAL [1].

As a first step, the system is automatically flattened, that
is, the result of a synchronous, respectively asynchronous
composition is established. This is performed by merging the
variables, invariant and urgency constraints, and initialization
and transition definitions of the components. During this step,
many of the constructed transitions can be eliminated by
simply checking the satisfiability of their guards with a call to
the underlying SMT solver [4].

In the next step, the model is automatically ”untimed” by
expressing the semantics of delay transitions explicitly. Here,
a combined transition semantics [3] [5] is considered, where a
transition merges the effects of a delay transition, followed by
a discrete transition. For that purpose, a new input variable d
is introduced to represent time delay. Such an untimed system
model can easily be mapped to SAL or other intermediate
formalisms. At the same time, transition (and initialization)
definitions are completed, that is, assignments for unmodified
variables (e.g., variables of asynchronous components) are
made explicit. As a result, each variable (even those of
some complex data type) is assigned a value in at most one
assignment of a behavior definition.

The symbolic transition system represented by the model
can then be easily expressed in SMT by transforming initial-
ization and transition definitions of the system to predicates
I(x̄), respectively T (x̄, x̄′) as usual [2].

The tooling is implemented in Eclipse2 using Eclipse Mod-
eling Framework3 and relating technologies.
• Abstract syntax. The abstract syntax of the language is

implemented as a metamodel in EMF. It is defined as
an extension of the core language suitable for defining
complex data types and expressions.

• Concrete syntax. The textual concrete syntax is defined
by an LL∗-parsable grammar. The textual editor is then
generated using the Xtext4 tooling.

• Semantics. Model transformations that define the seman-
tics of the language are implemented in Xtend5.

• Well-formedness rules. Together with other validation
constraints, algorithms for type checking and type infer-
ence are implemented for the type system of the language.

V. EVALUATION AND CONCLUSION

This paper is one step towards scalable formal modeling.
We proposed a modeling language to provide better support for
the designers of formal models by focusing on the aspects of
data semantics, time dependent behavior, parametrization, and

2http://eclipse.org/
3http://eclipse.org/modeling/emf/
4http://eclipse.org/Xtext/
5http://eclipse.org/xtend/

synchronous and asynchronous composition of components.
Instead of manually coding flat transition systems, we provided
automated model transformations from our extended language
to more simple transition systems that can be directly mapped
to the input of existing SMT solvers. This way an automated
verification workflow is offered.

To evaluate the effectiveness of our language, the formal
model of the introduced case study was developed in both our
and the SAL languages. Comparing the results, the complexity
of the developed models are the following:

The SAL model contains:
• 5 components for modeling the basic behavior consisting

of 410 lines of code,
• 2 components for supporting the proper analysis of the

temporal logic specification consisting of 105 lines of
code,

• 3 components for recognizing the loops in the state space
(required for the verification) consisting of 145 lines of
code.

The formal model in our extended language contains 4 com-
ponents and 235 lines of code, which demonstrates that the
new language has its advantage. Moreover, it does not require
additional components for the analysis.

Compared to UPPAAL timed automata, the main advantage
of our language is the greater flexibility in handling clock vari-
ables and clock constraints. However, as UPPAAL provides a
graphical modeling interface, in case of small models it makes
the development of formal models more simple. Regarding the
efficiency of verification, both approaches have their strengths
and further investigations are needed.

In the future we plan to further improve our language with
higher level modeling constructs. We also plan to develop new
model checking algorithms based on induction techniques.
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Abstract— Resilience of runtime environments provided for 
cloud based systems is a prerequisite of deploying mission critical 
applications. It requires a tradeoff between the applied redun-
dancy and its dependability increase. Offering cheap, on-demand 
redundancy is one of the most attractive benefits of cloud compu-
ting which makes even high redundancy based solutions afforda-
ble. The current paper revisits traditional fault tolerant design 
patterns form the cloud perspective. 

Keywords— Resiliency, redundancy, fault tolerance, cloud, 
design patterns 

I. INTRODUCTION 

Migration to the cloud became an appealing alternative for 
manifold use cases and applications due to the prodigious 
development of cloud computing. Even mission critical and 
SLA (service level agreement) bound applications started to 
migrate from proprietary dedicated servers to commercial 
cloud services with no special platform SLA guarantees be-
cause of the huge economic benefits. For instance, telco solu-
tion providers, traditionally confined by strict carrier grade 
requirements, are yet to embrace the benefits of cloud compu-
ting through Network Function Virtualization [1]. 
Cloud computing has unique features that generally affect 
resiliency. For instance, offering cheap, on-demand redundan-
cy is one of the most attractive benefits of cloud computing. In 
order to utilize the true potential of cloud computing based 
runtime environments the age old and proven fault tolerant 
design patterns need fundamental rethinking. 
The logic interface (cloud stack) hides the majority of details 
of the underlying platform. However, assurance of user level 
SLAs is highly dependent on the underlying platform, thus a 
measurement and calculation methodology of platform KPIs 
(key performance indicator, such as performance profiles of 
the virtual network and computing power etc.) is imperative. 
These KPIs can guide the architecture design phase of system 
development from the extra functional requirements point of 
view, like design for dependability. 
The practice of design for fault tolerance searches for a proper 
tradeoff between the assurance of the designated dependability 
of the target application and the used redundancy. 
Currently there are three known main aspects to revisit: 
1. What are the required level and appropriate structure of 

redundancy (e.g. a spare pool of VMs) guaranteeing the 
continuous fulfilment of SLA requirements? 

2. What is the proper way to adopt these solutions to differ-
ent cloud platforms in order to cost efficiently match an 
application level SLA? 

3. What is the proper characterization of the designated user 
service in order to efficiently fit it to the fault tolerance 
design pattern? 

The current paper tries to answer these questions from cloud 
user point of view by examining what are the pros and cons of 
the different resiliency techniques, with focus on downtime 
and cost. 
The rest of the paper is organized as follows. Section 2 intro-
duces the main factors influencing design for resiliency. Sec-
tion 3 revisits fault tolerant design patterns for architecture 
design. Section 4 presents the analysis methodology of design 
patterns in more detail. Section 5 concludes the paper by pre-
senting an outlook on future work. 

II. FOUNDATIONS OF CLOUD COMPUTING 

A. Cloud computing 

NIST defines cloud computing as follows [2]: 
“Cloud computing is a model for enabling ubiquitous, conven-
ient, on-demand network access to a shared pool of configu-
rable computing resources (e.g., networks, servers, storage, 
applications, and services) that can be rapidly provisioned 
and released with minimal management effort or service pro-
vider interaction. This cloud model is composed of five essen-
tial characteristics, three service models, and four deployment 
models.” 

1) Essential characteristics of cloud computing [2] 
 On-demand self-service and rapid elasticity facilitate 

active resource management by the user and the applied 
fault tolerant mechanisms. 

 Broad network access led to the integration of geograph-
ically remote resources into a single virtual platform. 
However, fault tolerance necessitates to take into account 
the distributed nature of cloud computing among others 
by the vulnerability of the interconnection fabric. 

 Resource pooling, a.k.a. resource sharing, is the funda-
mental mechanism for an excellent utilization of re-
sources, however, it opens new surfaces for error and in-
trusion propagation, even between functionally independ-
ent applications of different owners. The quality of the 
provisioned resources varies depending on tenant activity. 
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(e.g through noisy neighbors) This variance places an ex-
tra layer of complexity on resiliency. 

 Measured service and pricing models of the providers 
play a vital role in the exact quantification of the cost of 
resiliency. 

2) Service models of cloud computing: [2] 
The idea of the service stack needs to be summarized, before 
explaining the service models. 
The service stack contains the layers and components which 
cooperate in a service provisioning application. 
Generally, the following main layers of a service stack can be 
identified from bottom up (Fig. 1): hardware, virtual machine 
monitor (VMM, aka hypervisor in many cases) usually resid-
ing in a host operating system, virtual machine (VM), guest 
operating system, application container and the application. 
The three primary service models of cloud computing, namely 
Software as a Service (SaaS), Platform as a Service (PaaS) 
and Infrastructure as a Service (IaaS), are based on the cutting 
point of the service stack at which provisioning is offered to 
the user. The subpart below the cutting point is the cloud do-
main solely under control of the cloud provider, whilst from 
the interface point on the service belongs to the cloud user. 
Fig. 1 depicts the relation between the service stack and the 
different service models, as well. 
The service model has a huge impact on the responsibilities 
and the available possibilities cloud users have regarding fault 
tolerance, as he has no influence on the services below the 
cutting point, if it is a control domain of a separate provider. 

3) Deployment Models of cloud computing: [2] 
The deployment models define the nature of the cloud provid-
er. Self-operating a cloud (Private cloud) or part of it (Hybrid 
cloud) gives insight and control into the cloud providers do-
main, thus enables fault tolerant activities in a larger part of 
the service stack. On the other hand, cloud environments oper-
ated by an organization (Public cloud) or a group of organiza-
tions (Community clouds) lack of such extended observability 
and controllability into the underlying layers. 

B. Software-Defined Network [3] 

In essence, Software-Defined Network (SDN) relies on two 
core ideas: separation of the control and data planes of the data 
transmission, and abstracting network control into application 
programming interfaces. These two concepts allow higher 
level programming of networks and give greater flexibility 
over traditional networking solutions. 
SDN greatly enhances the agility of network management. It 
fundamentally complements the designated cloud computing 
characteristics of on-demand self-service and rapid elasticity, 
providing even greater freedom in resource configuration. 

C. Scope of the paper 

The IaaS service model deployed on a public cloud is the 
primary scope of this paper. This means that a cloud provider 
is solely responsible for maintaining the physical infrastruc-
ture hidden from the users, who submit requests regarding the 
resources. 
Network virtualization [4] allows cloud users to run their own 
network operating systems, offering full control over the virtu-

al networks they define and use. Simultaneously, cloud pro-
viders can hide the peculiarities of their physical infrastructure 
by mapping it to virtual networks. 

III. FAULT TOLERANT DESIGN PATTERNS 

Software design patterns extract the reusable abstract design 
information of proven solutions to recurring common prob-
lems within a context. They also highlight the reasons why the 
chosen solution is appropriate. 
Patterns for fault tolerant software target improved resiliency. 
They offer general purpose solutions applicable at different 
levels of the architecture to ensure undisrupted processing. [5] 

A. Physical cloud layout 

Cloud resources are usually hosted in multiple locations 
named regions providing geographic diversity. [6] Availability 
zones are physically isolated locations within regions inter-
connected through low-latency links. Inter-region communica-
tion is done via Internet, implying higher cost, lower security 
and quality. 

 
Fig. 1. Service stack, cloud service models and alternatives for the 
redundancy architectural pattern 

The redundancy architectural pattern relies on the use of 
multiple separate copies of a resource in order to ensure fault 
tolerance. It can be applied at several layers as depicted in Fig. 
1. For instance, hardware redundancy mostly resides in the 
domain of the cloud provider. In contrast to this, the replica-
tion of VMs relying on the same design pattern is within the 
domain of both the cloud user and cloud provider. 

B. Phases of fault tolerance 

Fault tolerance has four phases: error detection, error recov-
ery, error mitigation and fault treatment. 
 Error detection aims at finding errors within a system 

state. 
 Error recovery aims at returning an erroneous system to 

an error free state by applying correcting actions that 
eliminate the error. 

 Error mitigation aims at adapting a system to maintain 
operation in the presence of errors. 
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 Fault treatment aims at fixing the system by removing the 
faults, the causes of errors. 

Patterns for fault tolerant software are grouped into five cate-
gories. Four groups are aligned along the four phases of fault 
tolerance, while the fifth group is based on architectural de-
sign. 

C.  IaaS level fault tolerance patterns 

A few examples are given in this short section to showcase the 
high level applicability of fault tolerant patterns. 
VMs are among the primary units of resources in IaaS, there-
fore they represent a natural candidate for the role of unit of 
fault tolerance. (Units of Mitigation architectural pattern) 
Operating multiple VMs concurrently (Redundancy architec-
tural pattern) and switching between them (Failover error 
recovery pattern) is also an obvious idea. Moreover, an exam-
ple of the multiple applicability of the redundancy architectur-
al pattern was already depicted in Fig. 1. 
Storing information independent from the VMs is a regular 
cloud service, thus the Remote Storage error recovery pattern 
is also a natural candidate. 

IV. REDUNDANCY AND FAILOVER PATTERNS 

Fault tolerance aims at the maintenance of the continuous 
operation of a service despite of faults. Failover assures fault 
masking by substituting a faulty resource with a fault free 
backup one. This substitution should be seamless and invisible 
to the services utilizing the corresponding resource. 
Failover can be realized in several ways: resource reallocation, 
task migration or the re-arrangement of the system topology. 
For instance, an external entity could act as a proxy [7] (load-
balancer [8]), initiating a failover by task reallocation upon 
detecting an error. However, fast network reconfiguration 
facilitated by SDN is a new candidate for fault tolerance. In 
this case the network can execute the failover by rearranging 
the network routing topology. A similar idea, named network 
topology transparency, could be found within a draft of Net-
work Function Virtualization. [9] 
The tradeoff between the different redundancy and failover 
solutions should be resolved using a cost analysis and the loss 
function associated with downtime (service outage). 

A. Availability considerations 

Downtime (service outage) is the duration when the service is 
unavailable. Fig 3 depicts the downtime to be the duration of 
repair, the time between the crash of the primary virtual ma-
chine and the activation of the secondary virtual machine. 
The execution time of resource reconfiguration becomes ex-
tremely important in systems based on dynamic resource and 
redundancy allocation. Although on-demand self-service and 
rapid elasticity are essential features of cloud computing, the 
level of agility, the speed of reconfiguration (scaling) is far 
from deterministic. For instance, typical virtual machine 
startup may vary between 100 and 800 seconds [10]. Moreo-
ver, a more detailed study [11] aimed at modeling the over-
head of launching virtual machines concluded that the total 
overhead has an even larger variation. 

The reconfiguration time of SDN nodes also have huge varia-
tion. The installation of a new forwarding rule generally takes 
between 2 and 12 milliseconds, but the overall duration can 
reach the order of seconds. This can occur due to the latency 
of packet in and packet out messages in case of a saturated 
control plane. [12]  
The cumulative effect of these variation factors may lead in 
worst case to critical degradations in service due to the de-
layed failover actions despite of the availability of a sufficient 
redundancy. 

1) Stateless failover 
Stateless failover does not need transmission of any state in-
formation from the failed to the backup node, thus the main 
contributors to downtime are network reconfiguration and 
activation of the backup node. The use of hot (active) backups 
eliminates the latter one. 

2) Stateful failover 
Stateful failover necessitates the transmission of state infor-
mation from the primary to the backup node. This state trans-
fer significantly affects downtime. Standard virtualization has 
a significantly varying impact on network, thus on state trans-
fer performance [13]. State information can be transferred 
directly between VMs or indirectly by means of an intermedi-
ate shared resource. 

 
Fig. 2. State transfer alternatives 

Direct state transfer (synchronization) requires active backup 
VMs, thus operates with a continuous overhead of running 
redundant nodes. (Fig. 2) This solution eliminates state trans-
fer during a failover. 
Indirect state transfer requires a mediating entity, usually a 
remote storage (Remote storage error recovery pattern, Fig. 
2). This solution does not require an active backup, thus 
avoids the ongoing expense of the active backup nodes, but 
the duration of state transfer is significant. Naturally, any 
combination of the methods is feasible. 

 
Fig. 3. Downtime and reconfiguration durations 

d1: backup creation duration 
d2: network reconfiguration duration 
d3: state transfer duration 
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Fig. 3 presents the relation between downtime and the differ-
ent reconfiguration actions. Backup VM creation and state 
transfer run sequentially, whilst network re-configuration runs 
in parallel with them. With an active backup d1 becomes 0, 
without state transfer d3 becomes 0 too. (Table I) The total 
recovery time is heavily application dependent and the best 
mechanisms are subject of further research. 

TABLE I.  DOWNTIME EVAULATION OF REDUNDANCY MODES 

3) State to be transferred 
State can be transferred many ways with different limitations: 
application data, the application, and the virtual machine just 
to name a few. For example, offline migration of VMs is pos-
sible among different architectures, while live migration of 
VMs is not, as transferring of memory pages requires binary 
compatibility. 

B. Pricing model 

The efficiency of redundancy mechanisms increases with the 
independence of the primary and backup resources. For in-
stance, a backup deployed in another region is insensitive to 
faults affecting the region of the primary one. However, state 
storage and transfer between primary and backup nodes may 
differ essentially depending on the resource allocation from 
the cost point of view. 
An initial investigation of the basic features of the IaaS pricing 
model is presented in this section, because a low total cost of 
ownership (TCO) of redundancy is uttermost desirable. 
The pay per use pricing model is generally used, but with 
different pricing policies by the different cloud providers. The 
pricing model of Amazon EC2 [14], an industry leader, is 
selected as a reference. 
Basically, Amazon EC2 has four categories of virtual machine 
setups: general purpose, compute optimized, memory opti-
mized, storage optimized. The costs of the resources scale 
linearly within each category. However, the relative costs of 
resources between categories differ. 

 
Fig. 4. Storage and data transfer cost comparison 

Data transfer within the same availability zone is either free or 
low cost; inter availability zone data transfer has moderate 
cost, while external data transfer to the Internet, including 
another cloud region, is more expensive. 
Remote storage pricing is based on the total amount of stored 
data per month. However, provisioned storage costs extra for 
the guaranteed input/output operations per second available to 
the user. Remote storage is tied to an availability zone and 
inter zone migration is charged as inter zone network data 
transfer. Fig. 4 depicts the price of a gigabyte of data stored 
for a month and the same amount transferred out to the inter-
net. The extra price for provisioned storage is omitted. It is 
visible, that storing a gigabyte of data for one month costs 
similar to transferring it out to the internet. 

C. Cost analysis 

TABLE II.  COST FACTORS (0=NOT APPLICABLE, 1=SHOULD BE APPLIED) 

The different redundancy modes have different ongoing costs. 
Having an active VM costs hourly. Storing and transferring 
state across availability zones and regions also costs money. 

V. CONCLUDING REMARKS AND FUTURE WORK 

The current paper introduced the problem, highlighted cloud 
computing features relevant from resiliency point of view, and 
evaluated a selected set of patterns respective to downtime and 
cost. As future work, a deeper analysis of the selected patterns 
is planned along with the investigation of other patterns. 
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Abstract—One of the main obstacles of using formal ver-
ification for complex PLC (Programmable Logic Controller)
programs is the lack of formal requirements. There are no widely
used specification methods that could serve as input for formal
verification; also that could help the developers to capture the
behaviour and handle the complexity of these programs.

The goal of this research is to bring formal specification
closer to the PLC domain in order to help the development,
verification and maintenance. This paper aims to briefly overview
the particularities of the PLC domain and the state of the art
in formal specification. Then it collects the requirements towards
a PLC-specific formal specification language based on general
works, comparative case studies and own experiences at CERN.
Also, it draws up a sketch of a possible specification method that
follows the collected requirements.

I. INTRODUCTION AND BACKGROUND

Programmable Logic Controllers (PLCs) are robust in-
dustrial computers providing standard solutions for control
systems. For this discussion, these computers can be treated
simply as computers with limited resources and a large number
of low-level inputs and outputs. Physical inputs and outputs
are represented as input and output variables in the programs.
The execution of the user program is mainly cyclic: in each
scan cycle (1) the input values are sampled and stored in the
memory, then (2) the user program is executed, next (3) the
computed output values are written to the physical outputs.
The values of the input variables and physical outputs are
both stable in the memory during the computation phase.
The user program can also store states, thus the outputs are
depending both on the current and previous input values. The
programming languages are defined in the corresponding IEC
61131-3 standard [1].

A. Motivation

The motivation of this work is coming from CERN (Euro-
pean Organization for Nuclear Research) where most research
facilities, like the Large Hadron Collider (LHC) rely on a mul-
titude of PLCs. To cope with the complexity and to reduce the
maintenance needs, most of the PLC programs at CERN are
developed using the UNICOS framework [2]. This framework
provides a design methodology, code generation tools and a
library of base objects. These base objects are not further
decomposed in the implementation, but their complexity is
still high. Therefore the (re-)use of these base objects needs
a precise specification. Besides the usage, as all the systems
at CERN are depending on these objects, their modification

is a critical task that requires high level of understanding of
the underlying logic to avoid the negative collateral effects.
These reasons imply a vital need for a suitable specification
method that is neither available yet at CERN, nor in the PLC
community in general. Previous work aiming to apply formal
verification to these base objects [3] also emphasized the need
for a good, formal specification method. Currently the main
obstacle to use model checking on these PLC programs is the
lack of precise, formal requirements to be checked, not the
lack of available efficient verification tools.

The rest of the paper is structured as follows. Sect. II
overviews the main requirements towards the specification
language to be proposed taken into account the peculiarities of
the PLC domain and based on the literature overview. Sect. III
discusses already existing specification methods related to
this work. Sect. IV sketches up the concepts of a new PLC
specification language. Finally, Sect. V summarizes the paper.

II. PLC SPECIFICATION LANGUAGE REQUIREMENTS

The goal of this research is to overcome the previously
mentioned issues by proposing a suitable PLC specification
language. First the domain-specific requirements are summa-
rized, then previous work is discussed to gather requirements
towards a good, useful formal specification language.

A. Domain-specific requirements

The motivation of this work is a real insufficiency in the
PLC domain, therefore it is indispensable to address the exist-
ing problems and particularities. Many specification language-
related requirements can be extracted from the previously
developed programs and by discussing the problems with the
developers. The main domain-specific needs and challenges are
summarized below based on the experience gained at CERN.

a) Events: Although the execution of PLC programs is
cyclic and not event-triggered, the concept of events still exists
(in a latent way). In fact, many Boolean inputs represent events
or external actions aiming to modify the internal state of the
controller. Events should be treated as “first-class citizens” in
the specification.

b) Event semantics: It is also important to adopt a
semantics that is appropriate for the PLC domain. Due to
the cyclic behaviour, we cannot have the assumption usual
in event-triggered systems that all previous events are fully
handled before a new event is triggered. As in a PLC multiple
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events can happen simultaneously, the priority of events has
to be defined. If multiple contradictory events happen, the one
with the highest priority should suppress the events with lower
priorities, but several independent events can trigger in the
same cycle.

c) Clean core logic: PLC programs work directly with
physical input and output signals, therefore a significant part
of the programs has to perform input and output handling.
While this task is unavoidable, decoupling the I/O-handling
helps to focus on the core logic. As the PLCs have limited
resources, the developers try to minimize the number of
variables, but this approach is not needed to be followed in
the specification. In the specification, it is important to use
“concepts” rather than expressions, i.e. it is better to define
internal variables (variables for specification purposes only)
defined by expressions on the input variables, and to use these
internal variables in the definition of the logic.

d) Hierarchical, modular structure: To support reuse
and the abstract design of specification, the method should
provide a hierarchical, modular structure. Hierarchy and mod-
ularity helps to “divide and conquer”, to have a simple
logic in the leaf modules (i.e. modules that are not further
decomposed), and to avoid duplicated specification of same
submodules.

e) Multiple formalisms: The leaf modules of the hi-
erarchical structure should be specified by a specification
language adapted to the behaviour of the current module, thus
multiple module definition formalisms are needed. Among
others, control-oriented, data-processing-oriented, as well as
timing-related behaviours shall be considered. State machines
and logic circuits are widely used in the development and
specification of PLC program modules, but these can only
be considered as “explanatory doodling”, not as precise spec-
ification, as their formal semantics are not defined. New,
formal languages should be proposed that are adapted to the
specialities of the domain and based on the existing knowledge
and practice of the developer community.

f) Limited expressivity: Rich languages can provide
rich features, but also more space for problems and they can
require longer training period. The expressivity of a PLC
specification language should be restricted. In some cases,
some of the restrictions can be explicitly relaxed, but then the
verification of these parts should be carried out with special
attention.

g) Time-dependent behaviour: As PLCs can have time-
dependent behaviour, the proposed formalism should support
timed models. This behaviour is generally captured by timers
in PLCs. Three kinds of timers are defined in the corresponding
standard [1]: TP (signal pulsing), TON (on delay), TOFF (off
delay). Each has a different semi-formal semantics. These
standardised timers should be part of the language as mod-
ules, because they are widely used and well-known by the
automation engineers.

B. Requirements from the Literature

Besides the experience from practice, previous work in
the literature can point to necessary requirements and best
practices of developing a new, domain-specific specification
language. In this part some general work are summarized.

In the first place, a (formal) specification method should
satisfy obvious general requirements, e.g. it has to be correct,
unambiguous, consistent, verifiable [4].

In 2000, van Lamsweerde published a survey [5] on
existing formal specification methods and a roadmap for the
future. The conclusion of the paper is that “formal specification
techniques suffer a number of weaknesses”. Such weaknesses
are e.g. the (1) limited scope (i.e. the specification can only
capture a part of the system), (2) poor separation of concerns
(i.e. the intended properties, the environmental assumptions
and the properties of the application domain overlap), (3) too
low-level ontologies, (4) high cost, and (5) poor tool support.
The author states that future formal specification methods
should be lightweight (i.e. not requiring deep formal methods
expertise), at least partially domain-specific, structured, multi-
paradigm and multiformat (i.e. integrating multiple languages
and letting the specifier use the best for the current needs,
thus for each subsystem the most appropriate language shall
be chosen, or different languages might be necessary for
specifying functional and extra-functional requirements).

Knight et al. approached the question “Why formal meth-
ods are not used widely?” more practically. In [6] they de-
signed an evaluation framework to assess formal specification
methods. Furthermore, they selected three specification lan-
guages (Z, PVS, Statecharts) and applied them for a subsystem
of a nuclear reactor. Then, the specifications were assessed by
developers not expert in formal methods and by nuclear engi-
neers. After a short training period, the general idea and the
main advantages of formal specification were welcomed and
understood. From the point of view of the nuclear engineers,
Z and PVS were too complex, but Statecharts were claimed
to be effective for communication and easy to learn, although
difficult to search and navigate. The authors emphasize that
often overseen features are also recommended to help the
industrial usage. These comprise the support for documen-
tation and readability, e.g. by including free-text annotations
connected to the elements of the specification.

A possible reason why Statecharts [7] are often welcomed
by the non-computer engineers can be the fact that it was not
developed in a purely academic environment, but in strong
collaboration with avionics engineers, taking their habits and
knowledge into account [8].

A good example for Statechart-based languages is the
RSML formalism. It was designed to help the specification
process of the TCAS II avionics system. In [9] the authors
discuss some lessons learned, like simplicity and readability
are “extremely important” [9]. Based on the experience from
RSML, a new language (SpecTRM-RL) was created, but both
seem not to be used widely. Also, the provided solutions do
not fit to the PLC domain and using only a Statechart-like
formalism does not provide a convenient method for specifying
PLC programs, e.g. behaviour of modules with many numeric
state variables are difficult to be captured.

A recent work on the topic collects requirements towards
a model-based requirements engineering tool for embedded
systems [10]. In their survey the highest ranked requirements
were the support for various different representations, docu-
ment generation, expression of non-functional requirements,
and for maintaining traceability links; not formal verification
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or automated code generation.

The literature overview briefly summarized above pointed
out that a good specification should be lightweight [5], [6].
This also implies the need for domain-specificity. The speci-
fication should be adapted to the concrete (sub)system being
specified, therefore a “portfolio of languages” is needed, of
which the most appropriate can be chosen for each submodule
[5]. Similarly, the functional and extra-functional properties
need different languages.

III. EXISTING, RELATED SPECIFICATION METHODS

The motivation for a new specification language is coming
from CERN, but we believe that the problem is more general.
There is no widely-accepted, formal or semi-formal specifi-
cation method for PLC programs. The IEC 60848 standard
[11] defines a specification language based on finite state
machines called Grafcet. This language can be seen as a
safe Petri net extended with guards and variable assignments.
Although in some cases Grafcet can capture the behaviour
of some submodules, it is not applicable generally. Also, the
semantics of the language is complex and sometimes not
intuitive, furthermore it is confusing that a standardised PLC
implementation language, the SFC uses similar syntax with
different semantics [12].

Other work also targeted the formal specification of PLC
programs. In [13] the authors describe a specification method
called ST-LTL based on LTL (Linear Temporal Logic). In
fact, this is a formal language that can be easily checked on
the implementation. On the other hand, the formalism is far
from the automation engineer’s general knowledge, also it can
be difficult to scale with the growing size and complexity,
furthermore it is not obvious to see if the specification is
inconsistent or incomplete.

The formal specification methods are not widespread in
the PLC domain yet, but many formalisms are widely used
in computer engineering, e.g. the B Method, the VDM-SL,
the Z notation, or temporal logics. An obvious solution would
be to use one of them. However, it is not really a suitable
solution, as these methods are typically (1) too difficult to be
used for engineers not trained specially in formal verification,
and (2) the usage is even more difficult in the case of PLC
programs, as the methods are not adapted specifically to the
PLC semantics, even the general properties of the PLCs (e.g.
cyclic execution) have to be explicitly defined, therefore it is
difficult to address the domain-specific requirements discussed
in Section II-A.

A good example for formal specification from the industry
is the SCADE Suite by Esterel Technologies/ANSYS. It pro-
vides a model-based environment to support the development
of critical embedded software, including an automated code
generator compliant to various industrial standards. However,
even if its cyclic computation model is close to the PLC
computation model, this toolset does not provide solutions
specifically for IEC 61131-compliant PLCs.

The B, Grafcet, SCADE, Spec-TRM, ST-LTL, VDM-SL,
and Z methods are compared in the Table I based on some
of the main requirements discussed in Section II-A and II-B.
As can be seen, none of the tools/methods provide a solution

TABLE I. COMPARISON OF AVAILABLE SPECIFICATION METHODS
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Precise meaning + + + + + +
Lightweight – + + + – –
Specific for the PLC domain – + – – + –
Support for documentation – – + + – –1

G
en

er
al

re
q.

Available tool support + + + – – +
II-A a) Events –1 +2 + +2 – –1

II-A b) Event priorities, suppressions – – – – – –
II-A c) Clean core logic – – +2 – – –
II-A d) Hierarchical, modular structure + +2 + + +2 –
II-A e) Multi-formalism – – + – – –D

SL
re

q.

II-A g) Time-handling – + + +2 +2 –1

1 Not supported in the original formalism, but supported in one of its extensions.
2 With restrictions.

that is adapted to the PLC domain, satisfies most of the
domain-specific and the general requirements at the same
time. Therefore we think that none of these methods could
be integrated to a PLC development process with low cost.

IV. MAIN CONCEPTS OF THE PROPOSED SOLUTION

Based on the requirements and experiences discussed be-
fore, a first version of a specification language suitable for PLC
programs is defined here. Only a short sketch of the method is
provided, not an extensive description. The starting point of the
proposed solution is the Statechart formalism, as it is intuitive
and generally close to the (automation) engineers. However, it
has to be extended and altered, for the following reasons.

1) The Statechart formalism is not a complete specifica-
tion method, it just captures the behaviour of a part
of the system. It was intended to be embedded in a
broader framework [8].

2) The common semantics definitions do not fit entirely
to the PLC properties. For example, the “events”
are represented by input variables and the program
execution is cyclic, therefore it cannot be assumed
that only one event will be processed at a time, as it
is assumed for example in the semantics of the UML
(Unified Modeling Language) State Machines.

3) Not every stateful behaviour can be captured effi-
ciently by state machines, e.g. modules with integer
or floating-point state variables. This is common in
process control programs, thus a Statechart-based for-
malism should be accompanied by other languages.

A. Structure (High-level Syntax)

The base element of the proposed solution is the module.
A module is either a composite module that is refined by
submodules, a leaf module capturing the behaviour of a part
of the system, or an alternative module that helps to choose
between multiple implementations (e.g. timed or non-timed
implementation) based on some parameters.

In every module it is possible to define internal variables
based on the input variables and outputs based on the current
state of the module. In leaf modules events can also be defined.
This decoupling of I/O-handling and computation helps to keep
the core logic as small as possible. The scope of the internal
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1 onFalse

StatemachineModule IoConnectionModule «abstract»
TimerModule

Fig. 1. Metamodel of the module structure

variables is by default restricted to the defining module and
its descendants, but this restriction can be explicitly relaxed.
The core logic of the leaf modules can be defined using one
of the three defined formalisms, adapted to the logic it is
implementing. The first possibility is to use a well-defined,
restricted statechart describing the logic that allows to use
hierarchical states (without regions), transitions (with guards
or external triggers but without variable assignments, actions
and internal events), and history nodes.

If it is not efficient or not possible to use statecharts,
because for example the module is using integer state vari-
ables, an input-output connection module can be used. The
representation contains all input variables that can be used
in the computation and all output variables that have to be
assigned by the given module. The logic description consists
of defining different stateless computation blocks and the
directed connections between the variables and block inputs
and outputs. In this way the assignment rule of each output
variables can be given graphically. Furthermore, it is easy to
enforce that each output variable should be assigned exactly
once in each cycle. The module structure explained above is
summarized by its metamodel in Fig. 1.

It is necessary to give multiple possible syntax not only
for describing the core logic, but also for describing the
input and output definitions. In simple cases, ordinary Boolean
expressions can be used. In more complex cases, the AND/OR-
tables (like the ones defined in [9]) are more efficient and less
error-prone.

In the proposed solution, every element can be annotated
by the user to make easier the understanding for example by
providing important explanations. The annotations can also
help to use the specification (or an artefact generated from the
specification) as documentation for maintenance and reuse.

B. Execution (Informal Semantics)

The execution of each module consists of 4 phases. It is
started by (1) computing the defined input expressions and
the (2) enabled events. Next, the (3) logic of the module is
executed. The execution of each module is finished by (4)
computing the values of the defined output variables.

The execution of the logic depends on the applied formal-
ism in the case of leaf modules. For composite modules, this
means the sequential execution of the submodules, in a pre-
defined order. The execution of an alternative module consists
of executing the module corresponding to the evaluated con-
dition value. In a statechart module, the execution means the
exhaustive firing of all enabled transitions that are not triggered

by any event. Then at most one event is selected that is enabled
and not suppressed by any higher priority event, and at most
one transition fires that is triggered to this selected event. After
that all enabled non-triggered transition fires. The execution of
an input-output connection module is the iterative evaluation
of all defined signals starting from the input variables and the
previous values of output variables, until the new values can
be assigned to the outputs.

V. SUMMARY AND FUTURE WORK

This paper described a first step towards a new formal
specification language for complex PLC programs. The goal
of this research is to provide a specification method tailored
to the PLC domain. This paper sketched up the main concepts
of a potential specification language based on (1) the general
requirements towards formal specification methods, (2) the
specialities of the PLC domain, and (3) the experienced
challenges and difficulties.

Future work includes the design and description of formal
syntax and semantics of the language. This should be followed
by providing tool support to construct the specification, to
verify its consistency and to check the conformance of PLC
programs in regard to the specified behaviour. After an ex-
perimental phase and collecting feedback from its users the
specification method is intended to be introduced in the PLC
development workflow of CERN.
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Abstract—The recent blooming of the Multi-electrode array
(MEA) technics made it possible to measure the extracellular
potential with a tens of micrometers and few tens of kHz
spatial and temporal resolution. While most common use of these
recordings is to analyse the local field potential or the current
source density (CSD) distribution and to get the spiketrains of
neurons, our goal was to build a tool for estimating a detailed
spatiotemporal description of the electro-physiological processes
in a single cell level. The motivation of this work is the lack of
electrophysiological imaging methods at a whole cell-level. We
present two methods depending on whether the morphology of
the cell is known or not. By applying these methods on simulated
or experimental data we show their performance and limitations.

I. INTRODUCTION

Almost 100 years passed since the recordings of the
first human electroencephalography were carried out by Hans
Berger. Since then the electrode technology has improved,
electrodes with much higher temporal and spatial resolution
are available, both for in vivo and in vitro, invasive and non-
invasive experiments. The potential recorded by an electrode
placed into the extracellular space in the brain or in a slice
is called extracellular potential (EC). The EC at a point is
the superposition of the potentials generated mainly by the
membrane currents of neurons, so it has big significance in
investigating neural activity. Frequencies less than 300 Hz, the
local field potential (LFP), typically are related to synaptic
activities, neural oscillations, the higher ones to firing activ-
ities, which is called the multi-unit activity regime (MUA).
Further divisions of the lower frequency neural oscillations
exist, which emerge as population activities and are connected
to various cognitive states. Although the extracellular potential
is very informative in many senses, it is not straightforward
to interpret how it is connected to the synaptic membrane
currents. In case of multi-layer structures, as the neocortex
or the hippocampus, the Current Source Density (CSD [1])
method connects the the quantities. The inverse CSD [2]
and kernel CSD [3] methods generalized and expanded the
applicability of the CSD method. The spike CSD (sCSD [4])
method was the first to raise the question of restoring the
membrane current source density distribution on a single cell
level. This method is well applicable to neurons possessing an
elongated morphology, like pyramidal neurons. In this paper
two other methods will be shown with similar aims as the
sCSD. One of them, the spherical CSD, is a method to use
in case of neurons with spherical shape with the soma in
the center, like thalamical relay cells. As the palette of the
morphologies of neurons are very colourful, the other method

is developed for arbitrary morphology, but it has to be known.
The feasible technology to reconstruct the morphology after
recording is done by colouring a cell close to the electrode
with flourescent dye and doing automated recovery providing
the coordinates later on. Unfortunately due to the lack of
appropriate experimental data, the ksCSD method was only
tried on simulated data, but the spherical CSD method was
applied on real recordings as well.

II. PREPROCESSION

As the spherical and kernel spike CSD methods calculate
the membrane current source density distributions of single
cells, the extracellular potentials related to these need to be
extracted from the raw data. It is widely accepted, that the
so called spike, which is the extracellular potential evoked by
the firing activity at the soma, looks slightly different for each
cell, but the same for one cell while firing, hence is a good
basis for clustering. Each cluster shall contain spike shapes
belonging to one neuron. To detect the spikes, the raw data was
band-pass filtered between 500-3000 Hz by using a 3rd order
Butterworth filter and a detection threshold was set. Clustering
was performed on the first 6 PCA components of the spike
shapes and by using the Gaussian mixture model algorithm
called Mclust in implemented in R [5].

A spike-triggered potential average can be calculated and
if there are multiple electrodes, this gives a spatial distribution
also. The current data was recorded by a linear probe with
32 electrodes each 50 µm from each other and a 20 ms time
window was used resulting 1600 um x 20 ms spatio-temporal
potential map.

Furthermore coherence values in several frequency regimes
between the different extracellular potential time series
recorded by various electrodes were calculated to identify the
functionally connected regions.

III. CURRENT SOURCE DENSITY METHODS

The relationship between the current sources and the gen-
erated potentials is given by the Poisson-equation:

σ∇2Φ(r, t) = −C(r, t), (1)

where σ is the electrical conductivity of the extracellular
medium, Φ is the extracellular potential, r refers to the
position, and C(r, t) =

∑N
n=1 In(t)δ3(r − rn) is the current

source density, the summation goes over all point sources,the
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position of the nth current source is rn . There are several
methods which use different assumptions for solving the above
mentioned equation.

A. Traditional CSD

The traditional CSD method uses the recorded extracellular
potential from a laminar electrode, which is placed perpen-
dicularly (z direction) to the layers of the cortex. Based
on this setup and assuming that the layers are infinite and
homogeneous, the current source densities of each layer can
be given:

C(zj) = −σΦ(zj + h)− 2Φ(zj) + Φ(zj − h)

h2
(2)

where zj is the position along the z-axis of the jth electrode
and h is the inter-electrode distance.

B. Kernel spike CSD

The CSD distribution at point x can be expressed as the
sum of the M current sources:

C(x) =

M∑

j=i

aj b̃j(x) (3)

b̃ are the basis functions overlapping each other and are
distributed evenly along the morphology of the cell, aj is
a multiplication constant. The morphology of the cell was
described with several curves, so called ”branches”. The curves
in the 3 dimensional space can be parametrized with variable
t.

x = fx(t)

y = fy(t) (4)
z = fz(t)

Let us consider Gaussian basis functions:

b̃i(t
′) = e−

(t′−ti)
2

R2 (5)

where both t, ti ∈ [0, d] are parameters on the same branch
which has a length of d. Here R is the double of the variance
of the Gaussian function. The connection between the current
source densities and potentials Φ is introduced by the A
operator(A : F̃ → F )

To determine the CSD distribution in arbitrary positions(x),
the following kernel functions were introduced:

K(xk, xl) =
M∑

i=1

bi(xk)bi(xl) (6)

K̃(xk, yl) =
M∑

j=1

bj(xk)b̃j(yl) (7)

Using the simulated or measured extracellular potentials
(V ) and assuming K̃ is invertible the solution for C is
straightforward.

C(x) = K̃
T

(x)K̃
−1

V (8)

Fig. 1. Simulation results showing the performance of the ksCSD method.
Y-shaped morphology was used with 4x4 recording sites with a 50 µm cell-
to-electrode distance. The 3 upper colormaps show the original current source
density distribution, its spatial smoothed version in case of the best parameter
settings. The second plot from the bottom shows the error in different time
instances in case of the best parameter setup. The plot in the bottom indicates,
that using more basis functions (M) improves the performance with an optimal
width (R), which is around 30 µm in this case.
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Fig. 2. Setup for the LFPy simulation. The red lines mark the morphology
of the cell, black squares show the spatial position of the electrodes. A
multicompartmental neuron model with dynamics was used to calculate
the membrane currents and the extracellular potentials. Artificial synaptic
connections were used to mimic the synaptic activity. Besides the Y-shaped
morphology, a simpler (ballstick) and more complex ones were also used.

C. Testing the method on simulated data

As there are several parameters used in the simulations,
like the width and number of used base functions, the number
and arrangements of the electrodes, the cell-electrode distance
and the morphology of the cell, it is impossible the study all
cases. Therefore some special cases in terms of morphology
were chosen for studying the behaviour of the method. Un-
fortunately experimental data for the validation of the ksCSD
method is not available yet, I used the LFPy [6] simulation
environment, which given a certain cell morphology and
parameters describing the electrophysiological properties of
the cell, simulates the membrane potential, membrane currents
and extracellular potential both in space and time. On the
simulated extracellular potential I use the ksCSD method to
give an estimation for the membrane currents, as these are
known from the simulation, it is possible to calculate the error
of the method with the following error measure:

ε =

∑
i

∑
t
|Ci,t − C0

i,t|2
∑
i

∑
t
|C0

i,t|
, (9)

where C0 denotes the membrane currents calculated by LFPy,
C stands for the ksCSD estimated current, the summation goes
for all segments i and all time snaps t. One of the main results
is the comparison of the estimated currents with the the original
membrane currents by using the above mentioned measure,
which is shown on Figure 1. On the simulated data random
inputs arrive onto various segments, part of the dendrite tree.
It was clear from the beginning, that the ksCSD method is not
able to reach that high spatial resolution, in induces spatial
smoothing. Still, making a difference between completely
bad an not as good reconstruction is needed, so a spatially

Fig. 3. An example for thalamical cell with spherical symmetry and a
schematic plot for the spherical shell model

smoothed version of the simulated data was also calculated for
the comparison. It is visible, that the reconstructed colormap
shows a high level of similarity to the previously mentioned
smoothed version. As expected, applying the ksCSD method
for cells with simpler morphologies and using more electrodes
improves the performance. It seems, that there is an optimal
width for the basis functions, but increasing the number of
them does not decreases the error significantly in many cases.

D. Spherical CSD

The thalamical cells typically have a spherical symmetry
with the soma in the center. Proximal and distal parts on
the dendrite tree of the cells are distinguishable based on the
location of the synaptic inputs. Using this apriori information,
we built a spherical shell model to solve the inverse problem.
The main assumptions are, that the charge current source
density distribution can be described with concentric shells. It
is possible to write the potential in the form of the multipole
expansion series. As a benefit of the spherical symmetry, the
spherical harmonics can be used in the description, and cal-
culating with these make easier to solve the Poisson-equation.
Let’s assume that each shell is measured at 2 points, which
will provide enough information for calculating the monopole
and dipole part of the the multiple expansion series, allowing
asymmetry within a shell. The first shell is a sphere, the radius
is equal with the distance of the soma center and the nearest
electrode. Getting further from this sphere, each electrode-pair
marks the border of a new shell, so on so on. The mathematical
derivation will not be presented more deeply. An example can
be seen on Fig. 3. The spike was detected on the 37th channel,
the numbering of the channels in this case goes from 34 till 65,
so 200 µm spatial vicinity in both directions measured from
the soma are shown, which is placed to 0. On the potential
map, red mean a negative potential change compared to the
reference. On the spherical CSD colormap the red colour
marks flow of positive ions into the cell. In both colormaps
the intense red are marks the firing activity. In some clusters
not shown here, the dendritic forward- and backpropagations
are observable. The patterns visible on the colormaps highly
depend on the cell-to-electrode distance, on the amplitude of
the spike and on the goodness of the cluster.

IV. CONCLUSION

The methods presented above aim to estimate the current
source density distribution of single cells while using dif-
ferent apriori information. The ksCSD method assumes the
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Fig. 4. An example for estimating the current source density distribution on
a cell assuming, that it has a spherical symmetry. The raw, spike triggered
average potential is shown at the top,the bottom plot is the spherical CSD.
Event in the 200 µm vicinity of the soma are shown in both direction paralell
to the electrode. The main difference between the plots is the intense blue
area at the spike (10 µs) on the current map, which is a counter current of the
current marked with red area. The yellow areas in the lower spatial location
before the spike might indicate the synaptic excitations.

morphology is known, so the spatial resolutions of the result
is much more detailed. The method is a little sensitive to
the initial choice on the basis number and much more to the
width of the basis function. Based on the simulation results,
the method is able to capture the key patterns of the inputs,
although it is limited in the spatial resolution. Higher resolution
can be achieved with a denser electrode grid, but also the
complexity of the neuron morphology matters. The simulations
were noiseless, further investigation of the effect of noise is
needed. Probably currents with not enough high amplitude or
located far from the recording sites are not to be reconstructed.
My future plan is to validate the method on experimental data
once it is available.

The spherical CSD method can be used for cells with
spherical symmetry, like the relay neurons located in the

thalamus. Evidence for electrophysiological pattern emergence
was shown. The future direction of this work is to investigate
the behaviour of these cells under various stimuli, for example
whisker or flash and compare the results. An other question to
answer is what changes during up- and down states, which are
different functional states in the neocortex strongly influencing
this brain region.
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Abstract—Printed circuit boards (PCB) are indispensable parts 
of today's electronic equipments. Due to the customer’s demands 
the size of PCBs has been shrinking, while the number of 
components to be mounted on these boards is still increasing. 
Because of highly competitive environment, it is necessary to 
deliver products on time and within budget. Besides that relia-
bility and quality are the most important technical objectives. As 
a result of extremely high volumes (~1Mio pieces/year) the 
appropriate choosing of printed board technology can yield 
significant savings and profit caused by the cost reduction of 
PCB. These facts make the design and the manufacturing of 
boards even more complex and difficult. To reach the previous 
mentioned objectives in our approach we want to exploit the 
advantages of artificial intelligence techniques by extracting 
knowledge from projects in the past. The model will incorporate 
versatile PCB metrics. As a first step this article introduces the 
basic considerations of PCB complexity and the statistical 
evaluation of versatile designs. 

Keywords—PCB complexity; Data mining 

I.  INTRODUCTION 

Designing Electronic Control Unit (ECU) is always a very 
challenging task. It is especially challenging in automotive 
industry. The customers (for instance car manufacturers) are 
choosing such Original Equipment Manufacturers (OEM) they 
are able to provide the best quality and the cheapest product, 
which have to comply even with the strictest standards. OEMs 
also have to pay attention to their internal processes. Due to 
the higher customer expectations, the number of functions to 
be integrated into an ECU is increasing, while board size is 
shrinking. This results in more and more complex schematic 
circuits and denser printed board layouts. Because of the 
numerous requirements such as desired layout area, placement 
restrictions (high current or high frequency components), 
mechanic constraints, electromagnetic emission limits and 
immunity levels (commonly EMC) the routing becomes time 
consuming and very difficult. Unfortunately some of the rules 
are excluding the others making impossible the optimization 
of every parameter. [1] Usually a trade-off analysis is done to 
define which requirements are more important and which one 
is less, so the routing paths and topology can be accordingly 
prioritized. It must be investigated, whether the layout is 
feasible or it is possible to reduce PCB fabrication cost by 

using less demanding technology. At extremely high volumes 
the development costs content in unit price -compared to the 
manufacturing costs- are very low. Every achievement for 
example wiring in 6 layers instead of 8 layers causes 
significant unit price reduction. Unit price must cover the 
profit and the following main costs: 

 Schematic and Layout design 

 Mechanic design and tooling 

 Design validation and simulations 

 PCB Manufacturing and Assembly and Testing 

The following points represent different activities, most of 
them were earlier independent from the others, but it has 
changed principally. Today they are mutually influencing each 
other. The financial success of project depends on two factors: 
Firstly on the previously mentioned fabrication costs, secondly 
on the design costs. Although the design costs are relative low 
at high volumes compared to the fabrication costs, they must 
be kept as low as possible. This imposes the optimization at 
different design stages. 

 Schematic designers are optimizing the cost and 
performance of different circuit solutions. This leads 
generally to cheaper circuit solution, which uses 
discrete components instead of integrated circuits. In 
turn the board will be more complex. 

 Layout designers are trying to minimize net lengths 
and use as simple structures as possible and they 
must reduce the layout design time too (Internal 
costs). 

 Mechanic designers must simplify the construction 
and reduce the amount of material needed (metal or 
plastic case). The mechanical stability may affect the 
routing channels. 

II. RELATED WORK 

The human factor is very important in routing automotive 
mixed signal circuits. Analytic approaches are also known. 
The two main groups are: qualitative and quantitative. [2], [3], 
[4], [5]. These groups can be further divided into subgroups. 
Qualitative approach says that the similarities between the new 
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project data and the existing experience in the past give the 
basics of prediction of layout design time, PCB cost or design 
complexity. Niazi et al. compare, classify and discuss the 
different models in [2]. It is common in all approaches that 
they create design metrics; try to find similarities between 
recent project data and historic designs. They give some 
details on regression analysis, which assumes linear 
relationship. Back-Propagation neural networks (BPNN) on 
the other hand can be used to overcome the disadvantages of 
regression analysis. These methods are analogical. Intuitive 
methods like expert systems, fuzzy systems are trying to store 
the knowledge of experts in form of rule bases. Quantitative 
methods like analytical cost estimation techniques are keeping 
in focus that both design process and manufacturing are made 
of different activities. Utilizing designer’s experience along 
with computer aided technologies would be a powerful 
method in exploring the hidden difficulties and in decision 
making. Choosing the appropriate technology is not trivial and 
the following questions are to be answered: 

 Which methods and PCB metrics are suitable? 

 Is the PCB routable? 

 If not, which constraints are to be changed? 

III. DATA SOURCES AND PREPROCESSING PCB FILES 

The goal is to extract knowledge from a set of PCBs. It is 
essential to find a PCB description format suitable to store 
electrical and geometric objects. There are several file types 
like Gerber (currently RS274X), ASCII, CCZ, Unidat, etc. 
Each of them has advantages and disadvantages as well. 
Gerber files contain the whole panel data, that necessary for 
the manufacturing, but there are no hints related to the netlist 
or to the design considerations. We need information in a 
broad range from tracks to design rules for extracting 
knowledge from the past projects. In Fig. 1 some basic shapes 
are shown. Since PCBs are composed of complex copper areas 
and tracks, these objects can be described with lines and arcs. 
Syntaxes are shown in simplified form: 

PolyLine (x1, y1)…(xn, yn) EndPolyLine 
Arc (xcen, ycen,radius, anglestart, angledelta) EndArc 
Polygon 

Arc (…) EndArc 
PolyLine (…) EndPolyLine 
… 

EndPoly 

 
Fig. 1 Basic PCB Shapes: Arcs, Circles, Tracks, Lines 

To build a knowledgebase the individual PCB files must 
be analyzed. Robust software procedures ensure data integrity 
by checking the files if the most important data structures have 
been initialized. The following main points must be checked: 

A. Empty or only Header files 

The basic task is to filter these files. There is already some 
information in the file but the description is still incomplete. 
For example: units, layer stack up, panel outline are known, 
but there are no routing data or pick and place tags. This kind 
of files can be simply ignored.  

B. Unions of poligons 

In some cases the copper areas are split into many partially 
overlapping regions. It can be later confusing even if the 
overlapping rate is minimal, so a possible solution is to make 
the union of the regions. 

C. Area of polygons and the influence of slots 

Sometimes outlines are concave and contain holes and 
slots. They are constructed from custom sequences of 
polygons as seen in Fig. 2. Practically they can be represented 
with arrays of polygons. In such cases the polygons are 
described with the same data syntax regardless whether it is a 
hole or a copper area. We must therefore identify the 
particular areas, after that it will be possible to find the 
maximum area (Amax). Knowing that, the signs of the 
individual polygons in the array can be determined. Area of 
Slots and holes (Poly2 and Poly3 in Fig. 2) will be negative. 

 

Fig. 2 Outline of a printed circuit board with slots 

D. External Objects 

Because of manufacturing reasons several additional 
objects like drills, patterns, codes and -in special cases-  
electrical components will be placed outside of outline. At this 
stage we must clip the whole PCB region with the outline. 

E. Invalid Area, Excessive pad density 

From technical point of view pad density must have an 
upper limit. As in Fig. 3 an example shows: a 0.5mm pitch 
BGA footprint has 324 bumps per cm2. Suppose two side 
placement of components we get 2×324=648 PAD/cm2 as 
limit. If the value exceeds that empirical limit, it is a sign that 
the unit system must be false. Depending on PCB dimensions 
(for instance 5mm×5mm board dimensions are not real.) the 
real unit must be either cm or inch. 

 
Fig. 3 0.5mm pitch BGA Footprint 

IV. INITIAL CONSIDERATIONS 

Practical way to determine the complexity is the placement 
study (see Fig. 4): placing all the components to the board to 
see if enough space remains for the routing. 
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VIA (e.g. interconnections between layers) density maps 
can be generated to see if there are any hotspots on the panel. 
In Fig. 4 at the right side the critical regions were marked with 
red. There are many other types of maps (Trace direction 
change density, wiring capacity). It would be interesting to 
know which patterns can be detected most frequently. 

 
Fig. 4 a) Component Placement study; b) VIA density map 

V. PRELIMINARY RESULTS 

As first attempt we tried to find some general linear 
relationship between the number of pads (horizontal axis) and 
VIAs (vertical axis) (Fig. 5). Number of pads is definite at 
schematic design phase, while VIAs only at the end of the 
layout design. 

 
Fig. 5 PAD-VIA distribution over the whole data set 

Next we tried to find relationship between the number of 
pads and board layers (Fig. 6). Because of its poor information 
content Layers, PAD count, board area dependence was 
checked. (Fig. 7) The plot shows the situation of different PCB 
stack-ups. The meanings of colors blue, cyan, yellow and red 
are 2, 4, 6 and 8 layer PCBs. 

 
Fig. 6 PAD-Layers relationship 

 
Fig. 7 PAD-Area-Layers diagram 

Previously several PCBs have been evaluated based on 
general statistical properties. To explore the structural 
composition of the schematic, the netlist must be considered 
and evaluated as a graph. Analyzing the schematic based on its 
electrical modules would be a powerful method to find further 
similarities between projects. A metric or semi metric is 
desired which takes into consideration the different component 
groups and the structural features of the circuit. Therefore, we 
calculated the node distribution and the number of 
components in the groups like resistor, capacitor etc. It was 
found that generally GND and VCC have the most nodes. 
Care must be taken to handle this, since the high number 
indicates just the possibility of supply net. Additional methods 
are required to validate it. 

The Jaccard, Cosine, Euclidean metrics were also 
investigated. To test the performance of each metric four 
different configurations of project sets were created: 

 Different versions of a product (product1) 

 Different versions of another product (product2) 

 A mixture of 150 different projects 

 A mixture of 300 different projects 

From statistical point of view we represent the projects 
with <key, value> pairs. The set of projects called P. Making 
the Cartesian product PR ∈ {P×P} it is possible to compare 
them. The Jaccard distance is the fraction of the intersection 
and union of keys but it does not take into account the values. 
Pk and Pl are project k und project l: 

 ��(��, ��) =
|����(��)∩����(��)|

|����(��)∪����(��)|
 (1) 

Cosine metric takes the inner product of values in 
numerator. If a value is zero the numerator will be zero as 
well. 

 ��(��, ��) =
∑ ���������

� ��∈����(��,��)
×���������

��

‖������(��)‖‖������(��)‖
 (2) 

Jaccard and cosine metrics are inappropriate to show real 
similarities between projects because of their limitations. 
Euclidean distance takes into consideration not only the values 
of common keys but the values of disjoint keys too. 

 ��(��, ��) = 1 −
�∑ ����������

������������
���

�

�∈����(��,��)�

�����

 (3) 

Some results are shown in Fig. 8. The results are arranged in 
a matrix and rows and columns represent the individual 
projects and the color in particular row and column the 
similarity between them. A linear gradient from blue to red 
means the values in a range of [0; 1]. Another interesting 
possibility would be to detect known electrical modules like 
CAN, LIN, DCDC converter, filter circuits.  

 

Fig. 8 Similarity between projects a)Jaccard, b)Cosine, c)Euclidean 
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VI. SIMPLE MODELL TO ESTIMATE PARAMETERS 

Talking about PCB complexity means the estimation of the 
board’s routability at given constraints. Firstly we choose 
board area, number of pads, resistors, capacitors, ICs, 
transistors, diodes as inputs and number of layers and VIAs as 
outputs like in Fig. 9. We have data of approximately 8000 
boards having different sizes and parameters. Recall that, the 
distribution of the projects (see Fig. 7) span over multiple 
decades in each parameter (area, PADs). Simple way could be 
to use multidimensional linear regression. Intuitive approach 
is to choose the following parameters as inputs: number of 
layers (shortly #Layers) and similar #resistors, #capacitors, 
#inductors, #diode, #PADS, board area. M is the number of 
model parameters. 

 �(�) = ∑ ��
�
��� ��	 (4) 

The number of possible training sets is�
�
�
�. In our case 

n=8000 and k is the number of points in the training set. The 
samples were taken randomly with uniform distribution from 

the whole data set and no preliminary assumptions were made. 
Since different products generally composed of different 
electric modules, so it was seen during the visual data analysis 
that the variance of the component count is relative high. To 
get an insight for the distribution of weight k=300 points were 
taken and the corresponding weights were determined. This 
process was 800 times repeated and the distribution in Fig. 10 
was calculated. 

 
Fig. 9 Simple Estimation model 

It was observed that two weights: area and number of pads 
were dominant in the model and were not affected by the size 
of training set. The other parameters depend on the particular 
project, therefore, their variances are higher. 

 
Fig. 10 Distribution of weights (vertical axis is intensity) 

VII. CONCLUSION 

This paper was dealing with the aspects of the complexity 
analysis of printed circuit boards and gave a brief overview on 
PCB data processing. Some problems were detailed 
concerning polygons and dimension. There are different 
methods which are capable to estimate some aspect of a new 
design using design metrics. Several metrics were used to find 
similarities between netlists. We have shown some results at 
different metrics. PCB complexity is composed of diverse 
tasks, since the accuracy of the prediction is determined by the 
similarities of schematic, outline, requirements etc.  

The topic was divided into three sections: 

 Manufacturer’s and printed board technology features 
must be identified 

 Based on priorities and preliminary netlist 
information we tried to find similarities and 
predicting how complex the layout would be. 

 By post processing the layout we would like to 
collect experience on what was good or wrong in the 
past. 

The potential design risks can be estimated by trying to find 
similarities between knowledge and schematic. Artificial 
intelligence based methods are being tested to extract useful 
information. 
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Abstract—Control- and data flow analysis of a given software
can give insights on the internals of the algorithm. With the
generation of a data flow graph based on runtime measurements,
it is possible to separate data independent parts of a given
program. However, the result of the runtime measurements is
dependent on the input of the software.

In this paper we introduce a method to estimate the impact
of the input variables on the data flow graph, in particular on
the different clusters of the graph. We test our approach with
the JPEG image compression algorithm.

I. INTRODUCTION

With manycore architectures becoming more common, em-
bedded application developers face a new problem – task
distribution on the different processor cores.

Profile analysis can help to find an even load distribution
on the different cores. Load balance aware task partitioning
algorithms exist, for example in [1], however, the resulting
system is likely to suffer performance drawbacks in cache
usage: passing large amounts of data between the partitions
assigned to different cores can result in more miss in the
processor local cache.

The data flow analysis and spectral clustering method intro-
duced in [2] can be used to find data independent partitions
of the algorithm under test. From run-time measurements
the amount of data passed between specific functions of the
software is recorded into an Aggregated Dynamic Data Flow
Graph (ADDFG) [3]. The ADDFG is a directed graph. The
nodes of the ADDFG correspond to the software functions in
the algorithm. Each edge has a weight which corresponds to
the amount of data transferred between the functions during a
given execution.

A spectral clustering method can show data-independent
partitions, where communication between the functions resid-
ing in different partitions is kept as minimal as possible. With
the explored partitions, a cache-aware task scheduling can be
achieved.

However, the analysis relies on run-time measurements.
One of the problems of run-time measurements is the input
sensitivity of the result. The ADDFG – on which the clustering
and the explored partitions are based – can be different on
every execution of the algorithm.

We propose a method to examine the impact of the differ-
ent input variables on the ADDFG, and particularly on the

explored partitions. First, we introduce the assumptions we
made on the software under measurement in Section II. Then
we describe our analysis workflow in Sections IV, V and VI.
Finally, we demonstrate our methods in Section VII.

II. GENERALIZED SOFTWARE MODEL

In this paper, we regard the software as a nonlinear, deter-
ministic function, which takes input parameters, and returns
a feature as output. This is different than the “classical” soft-
ware, which takes input parameters, and returns a calculated
output value, since a feature is a more abstract object: it can
also be a call graph, a coverage result, or a given hardware
state of an embedded system.

The software will be regarded as a gray box: every internal
state and executed instruction is observable, but the activity
(e.g. adding two values) of a specific processor instruction is
unimportant.

A. Software parameters

Most algorithms have input parameters which influence
the execution. We classify these input parameters into the
following groups:

• Main dataflow: the input parameter is part of the data on
which the software does its main calculation. For exam-
ple, raw image data in the JPEG compression algorithm
is part of the main dataflow.

• Data length descriptor: the input parameter describes
the length of the main dataflow. This parameter is often
not given explicitly, it is inferred from the size of the
main dataflow. For example, the data length descriptor
parameter is the image size in the JPEG compression
algorithm.

• Behavior selector: the input parameter selects from
different sub-algorithms. Different algorithms result in
significantly different behavior. The different behavior
typically manifests in different program states or different
call graphs. For example, in a JPEG handler software,
the input which selects between image compression or
decompression is a behavior selector parameter.

We assume that the value of every input parameter is
available at the start of the execution of the given software,
however, in many embedded software the timing of an actual
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input (e.g. the time when an interrupt arrives) can influence
the output.

To model the time course, we can regard these inputs as
value-time pairs. With this, timing information is included in
the software parameters. The concrete analysis of timed input
parameters is out of the scope of this paper.

B. Software output

As stated in Section II, we regard the output of the algorithm
as a feature. In usual software profiling cases the feature can be
an execution time, a call graph or a memory footprint. In our
paper the output of the software is the ADDFG of the given
program execution. We view the ADDFG as a graph adjacency
matrix, with each element of the matrix is one output.

III. OUTLINE OF THE ANALYSIS

Our method to analyze the impact of the input variables on
the ADDFG can be summarized in the following steps:

1) Input generation. During this step we prepare the list of
possible inputs for the algorithm under test. The main
difficulty is to find a finite set of input combinations,
which reflects the infinite set of possible inputs. We
show how to handle the different kind of inputs intro-
duced in Section II-A.

2) Algorithm execution and ADDFG generation. We exe-
cute and observe the algorithm with the inputs generated
in Step 1. to create the output. The execution results in
a set of ADDFGs. The main difficulty is to monitor the
memory and register access of every executed instruc-
tion, which is needed for the ADDFG generation.

3) Error estimation. From the set of ADDFGs generated in
Step 2., we give an estimation of the possible error of
the clusterization method. The main difficulty is to find
an estimation, which can be used with the ADDFG, and
which also gives practical results.

IV. INPUT GENERATION FOR THE ALGORITHM UNDER TEST

Since we do not know a direct relationship between the
input parameters and the ADDFG, to examine the impact of
each input variable, we have to generate the ADDFGs for
different inputs.

If the domain of all input parameters is a finite set, for
every combination the ADDFG can be generated. However,
most algorithms do not have this property. The solution can be
to generate the ADDFG to a finite set of input combinations,
while taking care that input data for the measurements reflects
the input expected in the real world application.

In the following sections we assume that every input is
already classified into the groups introduced in Section II-A.
This assumption is valid, since a real world algorithm is a gray
box: we have a priori knowledge what each input parameter
does.

The main problem is that for each different kind of input
the ADDFG can be different. This means that different kinds
of input parameters should be regarded differently.

To simplify the input dependence analysis, we have the
following assumptions:

• Behavior selector variables have finite number of com-
binations in real world applications. This means we can
generate a set of ADDFGs for each behavior selector vari-
able combination, thus partitioning the original problem
into independent subproblems.

• The impact of the data length descriptor variables can
be examined as follows. The control and data flows of a
real world algorithms usually have a relationship with the
data length describable in a closed form expression. This
allows us to examine only a finite set of input lengths and
deduce the input dependency over the data length from
the results.

With these assumptions, only the impact of the main
dataflow has to be examined, we can constrain the data length
and the selected behavior to fixed values.

For the main dataflow input variables we need a priori
knowledge on the use case of the software. We have to
generate inputs with a fixed data length, which reflects real-
usage input data.

To clarify, for example in a JPEG handling software we
constrain the behavior as compression, and we generate dif-
ferent, but fixed size input images, where the image is from
real world data.

V. ALGORITHM EXECUTION

To analyze the impact of the different input parameters on
the ADDFG, the software should be run in an observeable,
reproducible environment. To generate the ADDFG for each
input generated according to Section IV, the memory or
register access of each executed CPU instruction has to be
traced.

If we trace only the instruction counter, the address of the
accessed memory and the direction of the data transfer for each
executed processor instruction, we can estimate the necessary
bandwidth of the trace data.

In a standard 3-operand instruction set (like in the case of
the ARM), one instruction can have up to 3 data accesses.
Calculating with 32 bit memory addresses, a 32 bit instruction
counter, and a processor running on a relatively low clock
frequency of 1̃00 MHz, the necessary bandwith is in the
magnitude of at least 1 GByte/s.

This bandwidth is not available on trace hardware, in
consequence, for tracing a processor simulator is used. The
simulator executes each instruction, and stores the trace infor-
mation. Because the effect of every executed instruction on
the registers or on the memory is traced, modern techniques
– such as binary translation – can not be used effectively.

The trace information for one execution – if we estimate
the simulation time with 1 real world second – stores approx-
imately a hundred million records. This data is inserted in a
database, the trace log of each executed instruction is stored.
Insertion of each instruction separately has strong impact on
the performance of the simulation, since for every executed
instruction, a database query should be generated, sent to the

31



database server and parsed. Prepared statements can achieve
better performance, however the best performance is achieved
with bulk loading the trace data into the database.

The following table shows the results of our measurements
of the average simulation speed in MIPS using the PostgreSQL
database server and OVP Microblaze simulator:

Insertion strategy Simulated MIPS
Query 0.2
Prepared statement 0.3
Bulk insert 0.5
Without database insertion 0.6

According to the results, the simulation is two magnitudes
slower than the real hardware with 100 MIPS. However, the
simulator performance is enough to observe the execution of
the embedded system and generate the ADDFG.

VI. ERROR ESTIMATION OF THE SPECTRAL CLUSTERING
METHOD

A. Finding the clusters of the ADDFG

The clustering algorithm is the following [4]. Let G be
the weighted adjacency matrix of the directed ADDFG. The
clustering algorithm is only usable on symmetric matrices, the
undirected ADDFG should be defined. We assume that on
each data transfer between functions the performance loss is
the same regardless of the direction of the transfer. With this
assumption, we can define the undirected ADDFG, where the
direction of the edges can be ignored. The adjacency matrix
A of the undirected ADDFG is calculated from G as stated in
Eq. 1.

A = (G+GT )− diag(G). (1)

A is a symmetric matrix, on which the spectral clustering
method [4] can be used. Let L be the unnormalized Laplacian
matrix of A [5]:

lij =





deg(i) if i = j

w(i, j) if i 6= j,
0 otherwise,

(2)

where deg(i) is the degree of the i-th vertex, and w(i, j) is
the weight of the edge between the i-th and j-th vertex. When
there is no edge between i and j, w(i, j) is 0.

The unnormalized Laplacian matrix can be calculated as
D−A, where D is the diagonal degree matrix of the weighted
symmetric adjacency matrix A:

Dij =

{
deg(i) if i = j

0 otherwise.
(3)

The eigenvectors of L hold information about the clusters
of A. All coordinates of the eigenvector corresponding to the
smallest eigenvalue of L are the same, the eigenvalue is 0,
resulting that the Laplacian matrix is singular. All the other
eigenvalues are real [5].

Fig. 1. Plot of the eigenvector coordinates corresponding the second smallest
eigenvalue of L in a demonstration algorithm

The coordinates of the eigenvector of the second smallest
eigenvalue can be used to find the clusters of A. Comparing
the coordinates (which are real numbers, so a comparison can
be done) of the eigenvector to a given threshold value can give
two clusters of the graph. The i-th vertex of the ADDFG is in
the first cluster if the i-th coordinate of the eigenvector is less
than the threshold value, in the second cluster otherwise. 0 is
often the most straightforward choice for two clusters [6].

Fig. 1. shows the plot of the coordinates of the eigenvector
generated from the ADDFG of a demonstration algorithm.
On the x axis the function name corresponding to the given
coordinate is given. We can separate two main clusters if we
select the threshold value as 0.

B. Error estimation

For every execution, the ADDFG – and consequently the
Laplacian matrix L – can be different depending on the
input. If we use the partitions explored resulting from a given
execution for software parallelization, it is possible that for
other inputs the difference in the ADDFG results in differ-
ent clusters. Very different clusters will result in suboptimal
parallel execution and cache usage.

The partitioning algorithm introduced in Section VI-A finds
the clusters based on the eigenvectors of the graph Laplacian of
the ADDFG. The problem of error estimation can be reworded
as estimation of the sensitivity of the eigenvectors regarding
perturbations on the Laplacian.

The perturbation theory of eigenvalues and eigenvectors is
a remarkably active area of research. Many methods exist, see
in [7], [8], [9] and [10]. However, because of the properties
of the Laplacian matrix defined in Eq. 2, most approaches
give unusable results: the Laplacian is singular, not positive
definite, and its eigenvalues are not unique.

L. Huang et al. in [9] show a practically usable estimation
on the clustering error. They define η, the mis-clustering
rate as the proportion of samples that have different cluster
memberships after data perturbation.

The first step of their method is to approximate the mis-
clustering rate in case of eigenvector perturbation. Let L the
Laplacian of the ADDFG, L̃ a perturbed Laplacian, dL =
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Fig. 2. Histogram of the edge weight between encode one block and
emit bits s in the JPEG compression algorithm

L− L̃. Let v2 and ṽ2 be the eigenvectors corresponding to the
second smallest eigenvalue of L and L̃ respectively.

An estimation of η is given as:

η ≤ ‖ṽ2 − v2‖2 (4)

To calculate η, an estimation to ‖ṽ2 − v2‖ is necessary.
According to [11], the norm of the difference of v2 and ṽ2
can be estimated as

‖ṽ2 − v2‖ ≤
‖4dL‖F

ν −
√
2‖dL‖F

, (5)

where ν is the difference between the second and the third
eigenvalues of L.

The Frobenius-norm ‖dL‖F is calculated as the square root
of the sum of the absolute squares of the elements of dL. With
uncertainity evaluation, the worst case value of ‖dL‖F can be
calculated from the measured ADDFGs.

VII. RESULTS

We tested the approach on the libJPEG compression. With
different, 32x32 sized inputs, we generated the ADDFG of
each execution.

The generated ADDFGs had the same edge weigths between
the nodes, except encode one block and emit bits s. This is
not unexpected, since the JPEG compression algorithm works
on fixed size blocks. The only part of the algorithm which has
different input sizes is the Huffman coding, since the Huffman
coding is a variable length coding.

Fig. 2. shows the histogram of the edge weight of 100
executions. The edge weights of the ADDFG were normalized
so that the trace of the ADDFG is 1.

As we stated in Section II,. the software is an unknown
nonlinear function of the input parameters resulting in the
ADDFG. This means, that the distribution of the edge weight
is unknown. Normality tests show that the edge weight can
not be modeled as a normal distribution. To give a confidence
interval on the average edge weigth, Chebyshev’s inequality
can be used. We used a 90% confidence interval to examine
the mis-clustering rate.

With the worst case perturbation (where the Frobenius norm
of the error of the Laplacian matrix was pessimal), the mis-
clustering rate was calculated as 0.01. This means only 1% of
the 256 functions in the JPEG algorithm can be in the wrong
cluster in case of an unfortunate input.

VIII. CONCLUSION

In this paper, we introduced a method to estimate the error
of the clusterization of an ADDFG of a given algorithm.
We described how the different kinds of input parameters
can influence the generated ADDFG. A method was given
to enable the fast simulation and observation of the algorithm
under test. We estimated the mis-clustering rate with methods
described in [9]. We tested our approach with the JPEG
compression algorithm.

In future research, the impact of the timed input parameters
can be examined. Also with input dependency analysis it could
be possible to enable better profiling, directed code coverage
measurement and algorithm optimization.
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Abstract—The strategy for beam setup and machine protection
of the particle accelerators at the European Organisation for
Nuclear Research (CERN) is predominantly based on beam
loss monitoring (BLM) systems. These systems were designed
to protect the machines against unintended energy deposition by
particles lost from the beams and escaping the beam lines, to
assist in diagnosing machine faults and to provide feedback of
the machine behavior to the control room and other systems.

The aim of the PhD thesis project related to this paper is
to design and implement a process providing a continuous and
comprehensive surveillance of the entire beam loss monitoring
signal chain from the detector to the processing electronics, with
particular emphasis on the connectivity and functionality of the
detectors. At present, no particle accelerator features such a
procedure.

Sections I-III of this paper elaborate on the background of
the project. Section IV summarizes the motivation of the project,
briefly reviews the current best implementation and discusses the
state of the development. In particular, Section IV-A surveys the
hardware features of the system relevant to the development and
Sections IV-B and IV-C relate the measurements I conducted to
assess the transfer characteristics of the signal chain with the
modulation of the high voltage power supply as input. Section V
anticipates the next steps of my development work.

I. INTRODUCTION

The particle accelerator complex dedicated to fundamental
research in physics at the European Organisation for Nuclear
Research (CERN) consists of several distinct accelerators [1].
Specifically, particles are accelerated to increasingly higher
energies through a succession of these before being injected
into the current flagship particle collider and highest energy
machine of the institute, the Large Hadron Collider (LHC).
This sequence of accelerators is referred to as the LHC injector
complex.

The LHC Injectors Upgrade (LIU) project has been
launched to consolidate the aging low energy machines and
to meet the ever more stringent requirements in terms of
particle beam quality imposed by the LHC. Particle beams
with higher energy and intensity1 will allow to further increase
the luminosity2 of the LHC.

At CERN, beam loss monitoring (BLM) systems deployed
at the accelerators are at the core of the strategy for beam
setup and machine protection. A continuous supervision of
the entire BLM signal chain is therefore essential.

1The number of particles in the beam or, equivalently, the beam current.
2The rate of collisions, more precisely, the ratio of the number of events

detected in a certain time to the interaction cross-section.

II. BEAM LOSS MONITORING

Beam loss monitoring consists of measuring the shower
particles originating from particles lost from the beams and
escaping the beam lines. If necessary, the safe extraction of
beams and an inhibition of injections is triggered in order
to protect the machines against unintended energy deposition,
and measurement data are provided for machine calibration
and tuning. In particular, for a machine based on supercon-
ducting magnets such as the LHC, the fast response of the
BLM system is critical for protection against short and intense
particle losses, while for longer losses, the quench protection
system (QPS) and the cryogenic system provide assistance [2].

Figure 1. Photograph of an LHC ionization chamber with the cylindrical
insulating cover removed [2]. Notice the stack of aluminum electrodes and
the ceramic insulation at both ends.

The beam loss monitoring system in operation at the LHC
employs mainly ionization chambers, depicted in Fig. 1, as
detectors. The particles crossing the chamber create ionization,
that is, they liberate electrons from the molecules of the gas
filling the volume. The resulting electrons and ions are then
separated by a bias high voltage applied to the terminals of
the chamber and collected on a stack of conductive electrodes,
thereby creating a measurable charge proportional to the total
energy deposited in the chamber by the ionizing radiation. The
most advantageous locations for the placement of the discrete
detectors are determined in advance by simulation.

The output signal of the detectors is connected to the
front-end electronics via copper cables for measurement and
digitization. The numerical values are then sent to the back-end
processing and decision making card over a high-speed serial
link. The back-end card computes several moving window
integrals of different durations, referred to as running sums
(RS), for each channel. These are then compared to their
respective predefined abort thresholds in real-time and in case
of excess, a beam abort and injection inhibition is triggered.

In order to provide the necessary fail-safety and achieve the
expected availability, a large number of additional processes
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Figure 2. Architecture of the BLM acquisition system for the injector complex at CERN [3].

monitoring the status of the system in real-time have been
implemented [4].

The LIU project mandates the development and commis-
sioning of a new BLM system for the injectors. The new
system features a higher acquisition frequency and extended
dynamic range, and is adapted for the connection of more
varied types of detectors as input than its predecessors [3].

III. THE BLM SYSTEM FOR THE INJECTOR COMPLEX

The architecture of the new BLM acquisition system, shown
in Fig. 2, has been chosen to make it generic, versatile and
highly performant, also taking into consideration the high
expectations in terms of reliability and availability. The system
makes use of reprogrammable FPGA devices for flexibility
and to allow targeting the various requirements of the different
injectors. Since the electronics will be installed in protected
areas, no radiation tolerance is required.

The acquisition stage has been designed to allow connecting
several detector types. In the majority of cases, the use of
ionization chambers similar to those employed for the LHC
is foreseen, however, other detector types such as secondary
emission monitors, diamonds and Cherenkov detectors will
also be used in some locations to cover particular cases [3].

The system is in an advanced stage of development. A
prototype installation has been set up at the Proton Syn-
chrotron Booster (PSB) accelerator with pre-series front-end
cards, in parallel to the previous system currently used for
machine protection. The prototype system is used to evaluate
performance and gather operational experience.

A. Front-end electronics

An acquisition crate (BLEAC) hosts a maximum of eight
acquisition modules along with a control unit (BLECU).

The output current of the detectors is digitized with a new
mixed measurement technique based on a fully differential
integrator [5], implemented on the new BLEDP acquisition
module. It allows the acquisition of input currents ranging
from 10 pA to 200mA, which corresponds to a dynamic
range of 2 � 1010. The measurement range is split into two
overlapping ranges covered by two separate circuits: the Fully
Differential Frequency Converter (FDFC) operates in the range
10 pA � 10mA, and the Direct ADC (DADC) in the range
100�A � 200mA. The front-end automatically switches be-
tween the two modes depending on the magnitude of the input

current. The switching thresholds are set by the FPGA of the
acquisition module, which is also in charge of collecting and
transmitting the digitized data for further processing [6].

Each BLEDP card provides eight input channels. A small,
constant offset current is injected into every channel in parallel
to the input signal in order to stabilize the circuit. The use of
this mechanism to detect whether the channel in question is
operational is also foreseen in the future.

B. Back-end electronics

Up to eight processing modules, a Linux-based front-end
computer (FEC), accelerator timing receiver cards and a Com-
biner and Survey module (BLECS) are hosted in a VME64x
processing crate.

The processing and triggering (BLEPT) modules feature
an active mezzanine card hosting an FPGA. The FPGA is
responsible for communicating with the BLEDP cards over
an optical link, receiving the acquired data, computing the
running sums and comparing them to their respective beam
abort thresholds. The information is transmitted to the FPGA
on the carrier board, which handles communication with the
FEC and the beam interlock lines. This involves publishing
processed data and status information on the VME bus, and
directing the decision regarding beam injection and circulation.

The BLECS module distributes accelerator timing and status
signals to the BLEPT cards and forwards the beam abort
requests generated by the BLEPT modules to the Beam
Interlock System. It is also responsible for initiating the system
sanity check procedures and providing confirmation of their
successful execution at regular intervals [3].

IV. CONNECTIVITY CHECKS

At present, no particle accelerator features a procedure
providing a continuous and comprehensive supervision of
the functionality of its beam loss monitoring system, with
particular emphasis on the connectivity and functionality of
the detectors. The current best solution operates in the LHC,
where among the sanity check procedures mentioned earlier,
a connectivity check of each detector channel is enforced
every 24 hours. This check can only be executed while the
accelerator is not operational.

The primary purpose of this test is to ensure the correct
cabling connection of each beam loss monitor. By adding a
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harmonic modulation to the high voltage supply of the de-
tectors, a corresponding modulation is induced in their output
current, which can be detected with the normal signal acquisi-
tion chain. If the cable to a detector is missing, disconnected or
discontinued for any reason, the harmonic modulation won’t
be present in the output current. The modulation frequency
used in the LHC is on the order of 10mHz.

This procedure also allows surveying the integrity of the
components. Variations in the amplitude and phase of the
output current have been found to correspond to various kinds
of deterioration in the components of the acquisition chain in
the LHC implementation [7].

The present PhD thesis work involves the design, construc-
tion, testing and integration of an improved procedure in the
injector BLM system. The process should provide a continuous
supervision of the entire signal chain from the detectors to
the processing electronics as well as the measurement ability
of the detectors. However, since the BLM system is mission
critical, the processing of the measurement signal should not
be altered for the purposes of this test, to avoid introducing
new failure cases into the system. Therefore, the error induced
by the connectivity checks must either remain within the
error margin of the system or the measurement must be done
during periods with no beam in the machine, in order to avoid
compromising machine protection.

A. Hardware features of the injector BLMs

In the injector BLM system, a maximum of 64 ionization
chambers are powered in parallel by a pair of high voltage
power supplies through a custom-made high voltage distribu-
tion box. The two power supplies are connected in parallel
through protection diodes, with the secondary set to a voltage
about 50V lower. This way, in normal operation, the secondary
is idle, but if the primary fails, it can take over powering the
ionization chambers.

As in the case of the LHC system, each ionization chamber
has a low-pass filter on its input, which can temporarily take
over supplying charges to the chamber in case of high losses
and the resulting high current draw. The cutoff frequency of
these filters is approximately 0:03Hz.

The power supplies are from the Heinzinger NCE series,
capable of supplying an adjustable DC output voltage of
0�3000V with a current limited to 20mA. The output voltage
is specified to be proportional to the voltage of 0�10V applied
to the analog setpoint input. The manufacturer provides no
additional details about the implementation of the power
supply.

The voltage setpoint input of the power supplies is driven
by the sum of the voltage output of two 16-bit DAC channels,
one for the DC component, the other one for the modulation as
required. Their output is subject to analog low-pass filtering,
with a cutoff frequency of about 80Hz. The voltage is capped
at 6:8V with a voltage regulator diode to avoid raising the bias
voltage above the high end of the ionization chamber detection
region, about 2000V. In the current configuration, the highest
possible modulation amplitude is approximately 250VPP.

B. Measurement of the signal chain

High voltage

power supplyCombiner card

(BLECS)

Acquisition 

frontend

(BLEDP)

High voltage

distribution box

HV control Interface

Ionization chamber

Figure 3. Simplified view of the modulation signal chain.

In order to assess the capabilities of the modulation signal
chain, described in Sec. IV-A and illustrated in Fig. 3, a series
of measurements was executed.

Measured with an oscilloscope, the step response of the high
voltage drive circuitry on the combiner card (BLECS) indeed
corresponds to that of a first-order low-pass filter with a cutoff
frequency of approximately 80Hz.

Two measurement methods have been used to characterize
the response of the high voltage power supply. First, the device
features two analog feedback lines with voltages proportional
to the output voltage and the output current, respectively.
These are connected to an ADC and can be read by the
FPGA of the combiner card. Since the operational firmware
only acquires and publishes data at 1Hz, a signal tap has
been implemented in the firmware to access acquisitions at
their native frequency of about 530Hz. Second, a high voltage
divider with a ratio of 1 W 1000 can be connected directly to the
output of the power supply or to the high voltage distribution
box, and its output can be measured with an oscilloscope. The
results obtained with the two acquisition methods have proven
to be consistent and have been used interchangeably.
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Figure 4. Output spectrum of the high voltage power supply when driven
with a 10 Hz modulation of approximately 250 VPP added to a DC level
of 1500 V. The waveforms were acquired from the feedback output of the
supply. Notice the apparent nonlinear distortion.

With sinusoidal inputs of maximum amplitude and at fre-
quencies up to 5Hz, a clear sine wave is observed at the
output of the high voltage power supply. However, at higher
frequencies, distortions become apparent even in the time
domain, and the spectrum becomes similar to that shown
in Fig. 4, indicating nonlinear effects. Measurements with a
square wave excitation suggested a slew rate limitation for
voltage decrease, however, the analysis of the step response
of the circuit revealed a different behavior. For increases in
voltage, the high voltage power supply behaves as a first-
order low-pass filter, and for decreases, it exhibits a slow

36



exponential decay with a time constant largely dependent on
the loading impedance, typically on the order of 1 s. This
behavior is consistent with the power supply actively driving
output voltage increases and just letting its output capacitors
discharge over the load and an internal parallel resistor for
voltage drops. If this limitation is observed, the power supply
behaves like a first-order low-pass filter with a cutoff frequency
of about 30Hz.

The high voltage distribution box contains no capacitors
and appears to have no significant influence on the frequency
response of the system.

C. Data acquisition

A rack hosting an acquisition crate and a processing crate
(see Sec. III) along with a single high voltage power supply
and a high voltage distribution box is available in the lab.
A single ionization chamber was connected to the power
supply through the distribution box and its current output was
measured through the BLEDP card. The raw data acquired
at 500 kHz were transmitted directly to a PC over Ethernet
for processing [8]. For this measurement, the amplitude of the
modulation needed to be reduced to 1=8 of the maximum in
order to avoid exceeding the magnitude of the offset current,
thereby clipping and distorting the signal, since the system can
only acquire positive current.

The spectrum of the acquisitions was very flat, with peaks
scattered throughout the spectrum due to the operation of the
high voltage power supply. At modulation frequencies up to
20Hz, the corresponding peaks were clearly detectable in the
spectrum, at least 20 dB above the noise floor.

Similar acquisitions were made with the prototype system
installed in the PSB. This prototype rack features both power
supplies, driving a single high voltage distribution box. 32 ion-
ization chambers, mounted onto the accelerator and acquiring
actual loss signals whenever there is beam, are connected to
the system. Due to the attenuation of the high voltage cables
of 60 � 80 meters and the presence of multiple detectors, the
modulation amplitude was set to the maximum in this case
to obtain current amplitudes similar to those in the previous
measurement, albeit with more noise.
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Figure 5. Spectrum of the data acquired in the PSB with and without beam.
The frequency axis spans 0 � 500 kHz. Notice the scattered peaks due to the
operation of the power supply.

The spectra obtained with no beam are remarkably similar
to those seen in the lab. However, as shown in Fig. 5, the

presence of beam has a considerable effect on the spectrum.
Along with an increase in the noise floor, an amplitude roll-off
type effect can be observed at frequencies up to 100�150 kHz.
The shape of the roll-off appears to vary from acquisition to
acquisition. The low end of the spectrum contains a 0:833Hz
component along with its harmonics, which corresponds to
the 1:2 s duration of the basic period3 of the PSB. Thus, such
modulation frequencies should be chosen that the resulting
peaks fall between the ones corresponding to the basic period.
In this case, even though the magnitude of the peaks created
by the modulation doesn’t far exceed that of the basic period
peaks, the modulation remains detectable up to about 15Hz.
Contrary to previous expectations, without beam, a 20:5Hz
peak is detectable with a margin of about 20 dB. It has to be
noted that this signal is no longer detectable in the presence
of beam.

V. PERSPECTIVES

Implementation of a prototype algorithm to acquire and
identify the modulation is foreseen as the next step. The
measurements suggest remarkable performance potential and
exploiting a frequency range unused in the LHC implemen-
tation seems conceivable. However, the frequency response
of the system will need to be studied further in order to
implement an integrity survey similar to the LHC system.

Improvements to the simulation model of the signal chain,
currently giving good estimates of the discharge time constants
of the power supply, are foreseen to feature a more realistic
series resistance in the power supply and better predict other
parameters such as current consumption.
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