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FOREWORD 

 

This proceedings is a collection of the lectures of the 19
th

 PhD Mini-Symposium held at the 

Department of Measurement and Information Systems of the Budapest University of Technology and 

Economics. The main purpose of these symposiums is to give an opportunity to the PhD students of 

our department to present a summary of their work done in the preceding year. It is an interesting 

additional benefit, that the students get some experience: how to organize such events. Beyond this 

actual goal, it turned out that the proceedings of our symposiums give an interesting overview of the 

research and PhD education carried out in our department. The lectures reflect partly the scientific 

fields and work of the students, but we think that an insight into the research and development 

activity of the department is also given by these contributions. Traditionally our activity was focused 

on measurement and instrumentation. The area has slowly changed during the last few years. New 

areas mainly connected to embedded information systems, new aspects e.g. dependability and 

security are now in our scope of interest as well. Both theoretical and practical aspects are dealt with. 

This is the first time that the proceedings will not be published in printed form, it has turned out that 

nowadays the web publication of symposium lectures is enough. This new form has some 

advantages, but it has some challenges as well. We hope that the advantages will dominate. 

The papers of this proceedings are sorted into some main groups. These are Embedded and 

Intelligent Systems; Measurement and Signal Processing; Model-based Software Engineering and 

Knowledge Representation. The lectures are at different levels: some of them present the very first 

results of a research, others contain more new results. Some of the first year PhD students have been 

working on their fields only for half a year, therefore they submitted two-page papers. The second 

and third year students are more experienced and have more results; therefore they have four-page 

papers in the proceedings. 

During this nineteen-year period there have been shorter or longer cooperation between our 

department and some universities, research institutes and firms. Some PhD research works gained a 

lot from these connections. In the last year the cooperation was especially fruitful with the Vrije 

Universiteit Brussel Dienst ELEC, Belgium; Thales Rail Signalling Solutions Ltd., Prolan Process 

Control Co., Nádor Systemshouse Ltd., OptXware Research & Development Ltd., IBM Data Storage 

Systems Ltd., IBM ISC Ltd., Innomed Medical Zrt., GAMAX kft., ImSoft kft, Robert Bosch kft., NI 

Hungary kft. 

 

We hope that similarly to the previous years, also this PhD Mini-Symposium will be useful for the 

lecturers, for the audience and for all who read the proceedings. 

 

 

Budapest, January 19, 2012. 

 

          Béla Pataki 

        Chairman of the PhD Mini-Symposium 

 

 

3



 

4



LIST OF PARTICIPANTS 

 

 

Participant Advisor Starting Year of PhD Course 

 

BÁNYAI, Mihály STRAUSZ, György 2009 

CSERPÁN, Dorottya HORVÁTH, Gábor 2011 

CSURCSIA, Péter Zoltán KOLLÁR, István 2010 

DEMIÁN, Tamás PATARICZA, András 2010 

ENGEDY, István HORVÁTH, Gábor 2009 

EREDICS, Péter DOBROWIECKI, Tadeusz 2009 

GALAMBOS, Róbert SUJBERT, László 2010 

GÁTI, Kristóf HORVÁTH, Gábor 2011 

GYÖRKE, Péter PATAKI, Béla 2011 

HEGEDÜS, Ábel VARRÓ, Dániel 2009 

HORVÁTH, Áron HORVÁTH, Gábor 2011 

LACZKÓ, Péter FEHÉR, Béla 2009 

MARX, Péter ANTAL, Péter 2010 

OLÁH, János MAJZIK, István 2009 

ORBÁN, Gergely HORVÁTH, Gábor 2009 

PÁLFI, Vilmos KOLLÁR, István 2010 

SÁRKÖZY, Péter ANTAL, Péter 2009 

UJHELYI, Zoltán VARRÓ, Dániel 2009 

VÖRÖS, András BARTHA, Tamás 2009 

 

5



Program of The MINI-SYMPOSIUM 
 

 

Embedded and Intelligent Systems Chair: JOBBÁGY, Ákos 

 

LACZKÓ, Péter 

 

Efficient Multithreaded Task Scheduler for Visualization and 

Data Processing 

8 

 

BÁNYAI, Mihály Network Modeling of Learning in Schizophrenia 12 

CSERPÁN, Dorottya 

 

Calculation of Single Neuron’s Current Sources Based on 

Multielectrode Recordings 

16 

 

SÁRKÖZY, Péter 

 

Imputation and Haplotype Reconstruction in Genetic 

Association Studies (Summary of PhD Work in 2011) 

18 

 

 

 

Model-based Software Technology and Knowledge 

Representation 

Chair: PATARICZA, András 

 

HEGEDŰS, Ábel 

 

A Model-Driven Framework for Guided Design Space 

Exploration 

22 

 

UJHELYI, Zoltán Dynamic Backward Slicing of Model Transformations 26 

DEMIÁN, Tamás Mapping Topic Maps to Common Logic 30 

OLÁH, János 

 

Context-Based Requirements Representation for Software 

Testing (Summary of PhD Work in 2011) 

34 

 

VÖRÖS, András Forward Saturation Based Model Checking 38 

 

 

Measurement, Signal Processing and Intelligent Systems Chair: SUJBERT, László 

 

PÁLFI, Vilmos Four Parameter Sine Wave Estimation in Frequency Domain 42 

GALAMBOS, Róbert 

 

Finite-Difference Simulation of Acoustic Wave Propagation in 

Enclosures 

46 

 

EREDICS, Péter The Intelligent Greenhouse (Summary of PhD Work in 2011) 50 

GYÖRKE, Péter 

 

Detection of Complex Activities Using AAL Oriented Sensor 

Network 

54 

 

CSURCSIA, Péter Zoltán Basics of Best Linear Approximation 58 

 

 

Intelligent Systems Chair: DOBROWIECKI, Tadeusz 

 

HORVÁTH, Áron Locating Clavicles on Chest Radiographs 62 

ORBÁN, Gergely 

 

Effects of Bone Shadow Removal on Lesion Detection on 

Chest Radiographs 

64 

 

ENGEDY, István 

 

Optimal Control with Reinforcement Learning Using Gaussian 

Mixture Models 

68 

 

GÁTI, Kristóf Data Analysis for Time Series Forecasting 72 

MARX, Péter 

 

The relevance Vector Machine and an In Silico Study of the 

Oxytocine Receptor Gene (Summary of PhD Work in 2011) 

76 

 

 

6



Conference Schedule 

 
Time January 30, 2012 

8:30 Conference Opening 

Opening Speech: 

JOBBÁGY, Ákos 

8:30 Embedded and Intelligent 

Systems 

9:50 Cofee break 

10:20 Model-based Software 

Technology and Knowledge 

Representation 

11:40 Lunch break 

13:00 Measurement, Signal 

Processing and Intelligent 

Systems 

14:20 Cofee break 

14:50 Intelligent Systems 

 

7



EFFICIENT MULTITHREADED TASK SCHEDULER FOR
VISUALIZATION AND DATA PROCESSING

Péter LACZKÓ
Advisors: Béla FEHÉR, István MIKLÓS

I. Introduction

Genomics is the science of whole-genome scale phenomena, with applications ranging from phyloge-
netic and evolutionary studies to disease research and pharmaceutics. The ever-increasing throughput
and declining cost of next-generation sequencing (NGS) allows for studies with ever higher accuracy
and wider scope. However, scaling up NGS experiments to the whole-genome level leads to enormous
data sizes and poses a substantial challenge to traditional bioinformatics, setting the stage for methods
that ease the handling and processing of such enormous data sets.

In our paper we start with an overview of our genomics research project and characterize the abstract
informatics problem that can be generalized from the methods used in this particular study. We then
briefly describe the visualization and data processing framework we developed as our solution. The
focus of this paper is on the multithreaded task executor component of the framework; its design and
performance analysis are presented in detail.

II. Genomic Rearrangement Breakpoint Detection

Extensive genomic rearrangements are observed in many cancer cells [1]. The accurate mapping of
the tumor cell’s rearranged genomic landscape allows for the discovery of oncogenes created by these
structural variations as well as the classification of an unknown cancer case based on rearrangement
event frequency. NGS techniques allow for such analysis with greater accuracy than traditional meth-
ods, giving rise, however, to a different range of challenges.

The output of next-generation sequencing consists of a large number of short (35-200 basepair long)
reads originating from and covering manifold the genome of interest. These reads are mapped back to
a reference genome supposedly similar to the one sequenced. There are two ways that these short reads
can indicate the presence of possible breakpoints. First, if two halves of the same read map to distinct
locations on the reference the read is likely to have covered a breakpoint in the original genome (split-
read mapping). Second, if a pair of reads is known to have originated from within a known distance to
each other yet they map significantly farther away on the reference, it is explainable by a rearrangement
breakpoint between the two members (paired-end mapping).

Our combined representation of these two kinds of evidences was inspired greatly by [2]. In short,
every such evidence supports a range of possible breakpoints. As a breakpoint may connect any two
coordinates along the genome it can be represented as a point in a two-dimensional integer coordinate
system. A mapped split-read or mate-pair supports only a limited set of breakpoints that are confined
to the interior of a polygon in this coordinate system; this polygon is a square for split reads and
a trapezoid for mate-pairs. The intersection of a number of these polygons represents the possible
breakpoint that is supported by all the evidences involved.

The advantage of the above representation, besides being as general as possible, is that it is very
intuitive in the sense that there is a clear correspondence between concepts of the problem domain
(evidences, breakpoints, intersections) and their representation. Its downside, however, is that it is
impossible to physically create such a graph on a basepair resolution for a whole-genome data set, as
both axes of the coordinate system would extend to 3×109 in the case of the human genome. Therefore
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a software tool that could visualize the evidence map of a real data set and would allow for the efficient
execution of a wide variety of algorithms on it is of great value to the genomics researcher. Next, we
briefly generalize this requirement and present our generic software library as a solution.

III. The Data Visualization and Processing Framework

A. Requirements
Consider a problem domain which can be represented in a very large (but finite) 1, 2 or 3 dimensional
coordinate system. Given an input set of an arbitrarily large number of objects, our system must allow
for visualization of any part of the chart, enumeration of the input data which was used for generating
that part, and the execution of a custom algorithm on this data.

There is no restriction on the nature of the data objects as long as they satisfy a few (sometimes soft)
conditions:

• They are independent, that is, any object is fully interpretable without any other objects.
• They can be assigned a one, two or three dimensional ,,bounding box” with integer coordinates

that denotes their place in the coordinate system, which implies that
• they have a natural ordering.
• They are ,,small”, that is, the size of the chart area that an individual object affects is a negligible

portion of the whole coordinate system.

B. Solution
Our solution is a Java class library that exposes functionality to allow third party applications fulfill the
above requirements; or, from a different approach, it encapsulates all domain independent functionality
of a concrete visualization and data processing application for the breakpoint localization problem. See
Figure 1 for a block diagram of the library integrated.

Figure 1: Functional blocks of the framework (dashed) interoperating with the custom (interactive or
batch) application (dotted)

The main blocks of functionality are a binary spacing tree-based sorted cache of the current working
set of objects (BSTree), the Executor module responsible for application task scheduling, and a visu-
alizer engine which takes the burden of creating a usable interactive 3D-accelerated application off the
integrator of our library. The application can submit general computational tasks on the collection of
objects present in the working set which are ignorant on the underlying caching scheme; these tasks
can also be executed in batch mode on the whole data set. In addition to these, specialized tasks aware
of the underlying tree structure can also be executed.

The cache is based on a binary-, quad- or octree, depending on the dimensionality of the data (see
the schematic illustration for a 2D quadtree in Figure 2 A). A tree node can be either nonleaf, with
all possible children existing, or leaf, storing the data that belongs to the appropriate portion of the
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entire coordinate system. The objects which overlap with this region are stored in leaf nodes, indexed
separately by all coordinates. The indexing is implemented with the TreeSet collection of the Java
language, which is effectively a binary search tree.

This double-layered design allows for fast but imprecise queries for a given region (in the BSTree),
yet does not introduce much space overhead as the large number of objects are actually stored in a
search tree (instead of a spacing tree). The multiple indexing of objects in each leaf node makes sorted
retrieval of objects in any region possible, by first traversing all nodes that have an intersection with
the region of interest and then merging the sorted object sets of these nodes (in linear time).

The fact that objects can be retrieved in order allows for a computational model that can handle
object interdependecies. We assume that the density of input objects can be so high that an algorithm
processing a region cannot load all its contents into memory; in other words, it has to access the
data sequentally. Generally, this would practically inhibit the implementation of algorithms that do
not process all objects independently. However, since the data will be sorted, the algorithm can keep
track of a ,,sweeping pointer” across one axis of the entire coordinate system, and can assume that no
objects with already passed-by coordinates will be encountered. Therefore, it can perform processing
that involves object interdependence (e.g. summing object coverage for points) for points in a sliding
window not wider than the maximum object size. To put it short, ,,localized reduction” phases in
algorithms are possible: two objects can mutually influence a computational result only if they overlap.

Furthermore, such a limited model of computation lends itself for parallelization. In our execution
model tasks declare two procedures: one for independent processing of objects and one for a ,,localized
reduction” (finishing) step. The objects are presented to a task in chunks, a set of as many objects as
requested by the task itself. Object processing is in theory independent for every chunk and can thus
be scheduled for separate threads in parallel; the finishing step is serial.

Figure 2 B illustrates this on an example. The upper chart shows which step is performed by which
thread for any given chunk, while the lower one is a classical sequence diagram of the same execution
scenario. Note that while the ,,process” step is always executed on a pre-defined number of objects,
the ,,finish” step is executed once regardless of how much the ,,sweeping pointer” has advanced since
the last finish step. This may be scheduled to any thread and may take arbitrarily long (as opposed
to ,,process” steps with a constant input chunk size). In this example, Thread #1 finishes the region
between the first object of Chunk 1 and the last one of Chunk 2, while Thread #2 finishes the region
between the first object of Chunk 3 and the last object of Chunk N.

Figure 2: Schematic view of the data cache model and the task execution model
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C. Performance Analysis
The task we used for performance testing was an actual algorithm of the genomics project. We created a
discretized coverage map of the chart regions with a given resolution, essentially summing the number
of overlapping evidences for each discrete block. The evidences of our data set were trapezoids with
longer parallel sides of 2000 base pairs. The region of the genome under investigation covered a square
with sides of about 5.5 megabasepairs, where 90,199 evidences were located. The square sizes we tried
were 100, 200, 400, 500 and 1,000 basepairs; the smaller size means finer resolution.

The algorithm first generates the discrete blocks for each object (which is fully parallelizable), then
it stores these into global memory (for which it competes with other threads). In the finishing step
(which is sequential) it sums the generated discrete blocks and stores them back into the tree.

We first executed the algorithm single-threaded for all resolutions and measured the ratio of time
spent with parallel, competing and serial tasks (Figure 3 A). The theoretical maximum speedup is lim-
ited by Amdahl’s law [3] (1); however, it does not take into account the possible blocking of competing
operations. We therefore evaluated this formula for two cases: assuming no blocking and assuming
fully serial execution. The theoretical maximum is therefore between these two values.

Smax =
1

1− P + P
N

(1)

We performed the measurements for 2, 3 and 4 threads on a quad-core Intel i7 processor (Figure 3 B,
C and D). It is clearly visible that the system schedules the task rather efficiently in the middle values
of the parameter range, with speedups nearing the best-case maximum. The inferior performance in
the extremities of the parameter range is yet to be explained; our hypothesis is that in the 100 basepair
case the higher overhead of object creation and garbage collection degrades performance, while on the
other end, the total execution time may be too short to take advantage of parallel execution.

Figure 3: Measurement results

References
[1] M. Stratton, P. Campbell, and P. Futreal, “The cancer genome,” Nature, 458(7239):719–724, 2009.
[2] S. Sindi, E. Helman, A. Bashir, and B. Raphael, “A geometric approach for classification and comparison of structural

variants,” Bioinformatics, 25(12):i222, 2009.
[3] G. Amdahl, “Validity of the single processor approach to achieving large scale computing capabilities,” in Proceedings

of the April 18-20, 1967, spring joint computer conference, pp. 483–485. ACM, 1967.
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NETWORK MODELING OF LEARNING IN SCHIZOPHRENIA∗

Mihály BÁNYAI
Advisors: Péter ÉRDI, Fülöp BAZSÓ, György STRAUSZ

I. Introduction

Schizophrenia is a complex disorder that manifests on many different levels ranging from the physi-
ology of single neurons through the dynamics of neural circuits to cognitive, affective or behavioral
symptoms (for clinical characterization of the disease see [1], for a review on functional connectiv-
ity during schizophrenia see [2]). We use a multi-level modelling approach to connect these different
levels. Our previous results demonstrated the schizophrenic patients show a significant impairment in
object-location associative learning tasks [3]. Here we developed a neural network model incorporat-
ing models of brain regions involved in paired-associate learning in order to analyze the mechanisms
underlying behavioral differences between schizophrenic patients and control subjects.

II. Methods

A. The experiment

We used a paired-associate learning paradigm in which subjects are required to learning arbitrary as-
sociations between locations (in space) and objects (with unique identities). In the encoding phase,
subjects see which object is asssociated to which field. In the recall phase, subjects are presented with
cues in the fields, and they have to give a verbal answer specifying the corresponding object. The raw
fMRI data reflect the blood-oxygene-level changes in the brain in 4 dimensions, with a time resolution
in the order of seconds and spatial resolution in the order of 10 mm3. The data is normalized, and in
order to capture the large-scale dynamics of the cortex, regions of interest (ROI) are selected based
on the anatomical location of brain areas related to associative learning (primary visual cortex (V1),
superior parietal (SP) and inferior temporal cortex (IT), hippocampus (HPC) and dorsal prefrontal cor-
tex (PFC)). This way we obtain five time series describing the activities of the selected areas during
the experiment, in addition of the time series of the experimental conditions and the behavioral data
containing the subjects’ answers to the memory cues.

B. Neural network model

A feed-forward network creates the representations of the identity of the object and its location in the
model of the areas IT and SP in the ventral and dorsal visual streams, respectively. The proposed role
of the hippocampus is to bind these two representations together so that when cued by the location,
the correct object can be recalled. The model is outlined in Figure 1, where the detailed hippocampal
circuitry is also given, including the dantate gyrus (DG) and the CA3 region. Moreover, in order to
model cognitive control, we included a prefrontal region which controls learning and recall processes
presumably by modulating the plasticity and the efficiency of hippocampal synapses.

The interaction of the areas is described by the following equations:

∗This summary is based on M Bányai, B Ujfalussy, V Diwadkar and P Érdi. Impairments in the prefronto-hippocampal
interactions explain associative learning deficit in schizophrenia. BMC Neuroscience 12(Suppl 1):93, 2011.
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aidg =
∑
j

wjisp→dgr
j
sp +

∑
k

wkiit→dgr
k
it (1)

ridg = F (adg, γdg) (2)

γdg =

∑
i(r

i
dg)

2

NDG(
∑

i r
i
dg)

2
(3)

(4)

where aidg denotes the activation of unit i in the dentate gyrus, γ stands for sparseness, r for the firing
rate, w for the synaptic weights, F () is a treshold linear function and NDG stands for the number of
cells in the dentate gyrus. Similarly, the activation of the CA3 region and the inferior temporal coretx
is given by the following equations.

aica = R
∑
j

wjidg→car
j
dg + L

∑
j

wjisp→car
j
sp (5)

aiit = L
∑
j

wjica→itr
j
ca (6)

(7)

Here L and R are random variables sampled between 0 and 1 according to the learning and recall
phases of the task. Switching between learning and recall phase distributions of R and L models the
effect of the prefrontal cortex on the circuitry, which implements the decision if we have to update the
stored memory patterns or we have to retrieve one of them.

The synaptic weights are updated according to a Hebbian learning rule dependent on the phase we
are currently in. All weights are updated in a similar fashion to the following equation:

∆wijsp→dg = (1−R)αrjdg(r
i
sp − w

ij
sp→dg) (8)

C. Dynamic causal modelling (DCM)
DCM provides a complete phenomenological model framework for the analysis of fMRI data. For a
detailed description see [4]. The model structure consists of two components: a neural state equation
and a hemodynamic model. The neural component describes the time evolution of the neural state
variables, x, which refer to the neural activity of the brain areas. The input variables, u, are the
conditions defined by the experiment (Eq. 9). The connectivity parameters of the neural model are
the elements of the three matrices, θn = {A,B,C}. A contains the intrinsic coupling parameters,
the causal effects of the areas on each other, B contains the modulatory parameters, the effects of the
inputs on the intrinsic connections, and C contains the direct effects of the inputs on the areas.

ẋ = (A+
N∑
i=1

ujB
j)x+ Cu (9)

y = λ(x, θλ) (10)

The hemodynamic component, λ, describes the nonlinear mapping from the neural activity to the
fMRI signal, y, actually measured in the brain areas (Eq. 10). For the details see [5]. We need to
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estimate the values of the parameter set, θ = {θh, θλ} best fitting to measurement data. One possible
procedure to do so is the Bayesian maximum a posteriori (MAP) estimation technique defined by Eq.
11, where M denotes the specific connectivity pattern of the model.

p(θ | y,M) =
p(y | θ,M)p(θ |M)

p(y |M)
(11)

For all probability distributions in 11, we assume that both the prior (p(θ | M)) and posterior (p(θ |
y,M)) distributions are Gaussians, and the MAP estimation is defined as the mean of the posterior
distribution. To compare models with different connectivity patterns, we can set the prior probability
of having certain connections is a certain model to zero.

The model evidence is the probability of obtaining the actual measurement conditioned on the model
form integrated over parameter space. This way we obtain the expected posterior probability of each
model regarding the subject group. For a complete description of the comparison method see [6].

p(y |M) =

∫
p(y | θ,M)p(θ |M) dθ (12)

III. Results

A. Simulation of the neural model

We fitted the model performance to the behavioral data. On Figure 2 the blue circles indicate the
healthy subjects’ performance, the red circes the patients’. The empty circles show the simulated
data for two different parameter settings for the distributions of L and R. Our model predicts that the
impairment of cognitive control of the prefrontal cortex over hippocampal processes implies inaccurate
regulation of hippocampal dynamics and explains the poorer performance of patients in this task.

For a more complete discussion of the results see [7].

B. Estimation of the dynamic model

The comparison of different model connectivity structures lead to the finding that in schizophrenia,
the task-related functional network is fundamentally different relative to healthy controls, the patients’
networks lacking connections in the control signal flow from the prefrontal area to the lower level areas
(Figure 3). Comparison of the parameter estimates in the two groups implies significant impairments in
the prefrontal control of hippocampal memory formation in patients (Figure 4). This finding supports
the results from the neural network simulations by identifying the neural basis of the learning-recall
decision impairments.

For a more complete discussion of the results see [8].

IV. Conclusion

Our results show that prefronto-hippocampal interactions are material in understanding learning im-
pairments in schizophrenia, and our multi-level approach is suitable to integrate the explanatory ca-
pabilities of mechanistic neural models with the analytical power of data-driven phenomenological
approaches.

Acknowledgement
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Figures

Figure 1: The outline of the neural network
model. The rigth panel gives the details of
the prefronto-hippocampal circuit and its in-
teraction with the superior parietal and infe-
rior temporal areas.

Figure 2: Results of the simulation of behav-
ioral data by the neural model. Performance
means the average ratio of correct answers
given by the subjects in each trial.

Figure 3: Results of the comparison of the
DCM models. Prefronto-hippocampal,
hippocampo-inferior temporal and
hippocampo-superior parietal interactions are
less likely to be present in the patient group.

Figure 4: Results of the parameter level
comparison between healthy (yellow) and
schizophrenia (red) groups. Largest differ-
ences are seen in the strength of the interaction
between the prefrontal cortex and hippocam-
pus and the hippocampus and the inferior tem-
poral cortex.
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CALCULATION OF SINGLE NEURON’S CURRENT SOURCES
(SUMMARY OF PHD WORK IN 2011)

Dorottya CSERPÁN
Advisors: Gábor HORVÁTH, Zoltán SOMOGYVÁRI

I. Introduction

In this paper we present the application of an electrophysiological method based on two different
neuron models. The sCSD (spike Current Source Density) method [1] uses extracellular potentials
recorded in mouse brain to evaluate the current flow through the cell membrane on different parts
of the cell. The traditional CSD analysis [2] calculates current source densities denoted to layers
of the neocortex, the novelty of sCSD method is the calculation of the current source densities of
single cells from the measured extracellular potentials. The relationship between these two quantities
is given by Poisson-equation. In matrix formalism, Φ vector contains the measured n extracellular
potentials generated by the n current sources (C vector) and the so called transfer matrix (T) modells
the relationship between extracellular potentials and current sources. The current source densities can
be calculated by multiplying the extracellular potentials with the inverse (or pseudoinverse) of the
transfer matrix.

C = T−1Φ (1)

To make the solution unique the cell-electrode distance has to be estimated. Here two application of
sCSD for two different cases are shown, one regarding to neurons, which can be approximated with a
line segment and an other for the spherically symmetric cells.

II. The spike Current Source Density analysis of different neurons

A. Linear segment approximation
The line segment approximation can be used for elongated neurons which are parallel with the elec-
trode. By positioning the electrode perpendicular to the brain surface, the pyramidal cells (1.a) of the
neocortex will satisfy this assumption. These cells are represented as n point sources arranged in a line
segment, where n is equal to the number of electrodes. In this case the elements of the transfer matrix
(T ) are the following:

Tij =
1

4πσdij
, (2)

where dij is the distance between the ith electrode and jth point source and σ is the electrical conduc-
tivity of the extracellular medium. The cell-electrode distance was determined by the introduction of a
measure, which has an extremal value at the real distance. On the sCSD distributions (1.c) white colour
indicates the flow of positive ions into or negative ions outwards the cell. The strong white blob at 2
ms is the action potential initialization by the soma and the bright blobs afterwards in the neighbouring
segments are probably the dendritic backpropagation.

B. Spherical shell approximation
Some of the cells have a spherically symmetric morphology (e.g. relay cells (1.d)): the soma is in the
centre and the dendrites form a ball around it. It’s worthwhile to calculate the current sources of sphere
shells, since these corresponds to inputs from different brain regions. The distance of the electrode and
the soma was set to 20 µm, hence there is no method to predict it yet. We can specify this arrangement
as following: the electrode is 50 µm far from the soma, the others are in a line perpendicular to the
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(a) (b) (c)

(d) (e) (f)

Figure 1: (a) pyramidal cell (b) linear segment model (c) sCSD distribution of a pyramidal cell (d)
relay cell (e) spherical shell model (f) sCSD distribution of a relay cell

line between the soma and the first electrode. Every electrode corresponds to one spherical shell. The
electrode can measure the extracellular potentials of current sources of the inner shells. In this case the
transfer matrix has the following form:

Tij =
1

4πσdi
if j 6 i (3)

Tij = 0 if j > i (4)

where di is the distance between the ith electrode and the soma. The action potential initialization is
also recognizable here (1.f), the darker blobs before it on the outer shells might are caused by the input
currents.

III. Conclusions

By the application of sCSD method various interesting phenomena can be observed, which cannot
be seen in other in vivo extracellular measurements. Still there are limitations in the usage, further
investigations and the development of the models are needed. The future goals are the investigation of
the origins coming to a neuron and effect of the inputs on firing.
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IMPUTATION AND HAPLOTYPE RECONSTRUCTION IN GENETIC 

ASSOCIATION STUDIES (SUMMARY OF PHD WORK IN 2011) 

Peter SARKOZY 

Advisor: Peter ANTAL 

I. Genetic Association studies 

The quickly decreasing cost of performing genotype analysis on more and more samples and loci 

have ushered in an era where even smaller research groups can perform genetic association studies. 

These studies are quickly becoming limited by univariate association analysis [1], as most single-

gene diseases and mutations have already been tied to known mutations. Univariate analysis does not 

provide an efficient and knowledge rich method of uncovering multiple interactions and pathway 

level overviews.  

Partial genetic association studies (PGAS) are commonly performed with the aim of uncovering 

associations with a particular phenotype or measurable trait by determining the genotypes of a set of 

loci selected on genes that are suspected to be a part of the biological pathway which plays a role in 

determining the phenotype. Genome wide association studies (GWAS) genotype millions of tag 

SNP's per genome, where the tag SNPs are selected to provide maximum linkage disequilibrium 

based coverage of the genome. While GWAS studies have a lower price per SNP genotyped, they 

require thousands of samples while measuring millions of loci. PGAS studies present a more 

focused, narrow search of associations with a specific trait.  

II. The genetics of trait impulsivity 

The genotyping capabilities provided by the Semmelweis University enabled us to design a genetic 

association study to map the underlying genetics of trait impulsivity. Trait impulsivity is a complex 

construct which is measured through a questionnaire called the Barratt Impulsivity Scale [2] (BIS), 

containing 30 questions which are subdivided into three groups, which measure  three components of 

impulsivity, non-planning, motor impulsivity and cognitive impulsivity. 

We used the genotyping system to measure 96 single nucleotide polymorphisms that covered 16 

genes along various neurotransmitter pathways. The SNP's were selected in order to provide 

maximum coverage, while also including SNP's that were previously shown to be associated with 

trait impulsivity. 

A Probabilistic genotyping 

The measurements provided a low call rate which is typical of most genotyping systems, in our 

case there were eight SNP's which did not return any recoverable data. The remainder of the samples 

had a 79% call rate. The high number of missing samples made it impossible for us to run Bayesian 

multilevel analysis [3] on the data set, because the method requires a complete set of variables for 

each sample. Discarding samples with one or more SNP's missing would have resulted in an 

extremely small data set. I investigated the underlying cause of the high failure rate for each 

measured SNP, and found that some of the results were recoverable through manual clustering. I also 

found that data concordance was around 99% even in the case of the high quality measurements.  

I was able to utilize the fact that measurements were not of tag SNP's only, but were rather 

intended as a high coverage mapping of the measured genes. Using the linkage disequilibrium (LD) 

present between loci that were in physical proximity (Fig. 1.), it is possible to recover most of the 

failed measurements.  
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I developed a tool that allows the analysis of the raw measurement data, which is recorded as a 

digital image. First the high-frequency noise is eliminated from the image while the background 

noise level is calculated as well, then the best well alignment is found using an image difference 

based classifier. Low-frequency noise components, such as wipe marks, specks of dust and residual 

chemicals are then removed by checking for the evenness of intensity inside each well. After 

subtracting both low and high frequency noise components I obtained accurate intensity data for the 

entire set, as well as quality parameters which gave a distribution of possible genotypes for each 

sample. This intensity data was in concordance with the intensity data supplied by the measurement 

system itself, only showing marked differences where there were low-frequency noise components 

and physical artifacts visible on the measurement plates. 

 
Figure 1. LD  for an entire set of measurements, 96 SNPs across 16 genes. The image represents a 

covariance matrix with its main diagonal plotted horizontally. Dark squares mark high linkage.  

B Recovery using LD 

Using the software package Impute2 [4], which incorporates multiple heterogeneous data sources, 

including data from the 1000 Genomes project [5] as well as the HapMap project, it is possible to 

impute missing genotypes if we have measured other SNP's which are in linkage disequilibrium. 

I tested the software by imputing a single SNP without supplying any measurement information 

about the SNP to the impute software package. I then combined the output of impute with the 

accurate intensity data obtained by my image processing algorithm, and the two independent results 

showed a remarkable concordance (Fig 2.). This meant that even though the clusters on most of the 

failed measurements were hard to separate, they still contained valid and useful information. 

 

Figure 2. The left image plots the green and blue intensity data from a single SNP. The right plot 

shows the fusion of imputed values (RGB) plotted independently of the intensity data. 

III. Analysis 

Analysis of this recovered data set presented multiple problems when I attempted to use Bayesian 

networks in Bayesian multilevel analysis to uncover the strongly relevant associations between the 
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SNP's and the impulsivity target variables. The Bayesian method searches in the space of graph 

structures, and for computational reasons each node has a limited number of parents. The imputed 

data contained many SNP's in tight linkage, which meant that if one SNP was selected as a parent of 

a target variable while searching in the space of graph structures, all the other linked SNP's would 

also enter as parents. This violated the limit on the maximum number of parents for each node, 

resulting in inconsistent results. 

 

A Tag SNP selection 

Multiple sets of tag SNP's were selected using various r
2
 values. This method was used to 

overcome the instability of the MCMC algorithm [6] by trimming redundant and tightly linked 

variables from the data set. Analysis of these results were most stable with an r
2
 value of 0.5. 

Unfortunately this resulted in reducing our initial set of 96 SNP's to 52. Much of the information loss 

in this way flattened the posterior probabilities of association for the analysis (Fig. 3.). 

 

Figure 3. The Y axis shows the MBM posterior probabilities, while the X axis contains the genes 

sorted in descending order. Tag SNP’s show the flattest posteriors, while the haplotype level shows a 

more peaked distribution.  

B Haplotype reconstruction 

The central concept in converting SNP’s to haplotypes is centered around exploiting the linkage 

disequilibrium that exists between close loci to transform sets of SNP’s to haplotypes. The sets are 

most often defined by the genes that the SNP’s are located on. In case of large genomic regions 

spanning more than 50 kb, that are likely to be in separate haplotype blocks (the haplotype blocks 

can be identified with software like HaploView [7] each block is defined as a separate set), allowing 

separation of non-tightly linked regions. 

Haplotype reconstruction provides a reduction in the dimensionality of the data [8], because SNPs 

inside a haplotype block are represented as a single variable, at the cost of an increase in cardinality. 

SNPs have a cardinality of 3 (homozygous wild, heterozygous, homozygous mutant), where the 

theoretical cardinality of a haplotype block is 4
n
, where n is the number of SNP’s in the block. The 

limited number and approximate stability of recombination hotspots creates linkage disequilibrium. 

This results in mutations being passed on together. Exploiting this linkage allows us to greatly reduce 

the resulting cardinality.  

The question whether a heterozygous SNP has a mutant allele on the paternal or the maternal 

chromosome (the phase of the SNP) can also be resolved with haplotype reconstruction – but only on 

the haplotype level. This allows us to get a complete picture of the mutations on both copies of the 

gene in the genome. Inter-gene phase remains unknown, but it does not have a major effect. 

Haplotype reconstruction also allows us to aggregate rare variants in a knowledge rich fashion [9], 

as well as allowing higher-level aggregations such the gene or pathway levels. 

C Data averaging in Bayesian model averaging 

Haplotypes are at a higher abstraction level than singular SNP’s and the ability to incorporate 

phase information into a genetic association study can prove very useful. Bayesian model averaging 
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is used to overcome the limitations presented by moving to a higher abstraction level, as well as 

allowing us to use probabilistic phased data.  

We use a probabilistic genotyping model p(DN) based on image processing and clustering. Next 

we apply an existing phasing method to generate probabilistic phased genotype data p(D'N |DN). 

Finally, as unifying framework we overview the use of uncertain datasets in statistical data analysis, 

which is summarized as Eq. (1). 

)]]]([[[))(( )'|()|'()( MEEEMp
NNNN DMpDDpDp          (1) 

This shows the embedded averaging over genotyping uncertainty and phasing uncertainty, and 

additionally Bayesian model averaging (assuming that )(M denotes an important feature of model 

M, e.g. a direct causal relation between two variables). Averaging Markov blanket membership 

values is trivial, while averaging over phasing uncertainty presents a unique challenge in averaging 

the model features such as Markov blanket sets and Markov boundary graphs. 

IV. Results 

Fusion of uncertain measurements with the linkage disequilibrium known from publicly available 

data makes it possible to recover most of the failed measurements, while also allowing us to quantify 

the uncertainty present in our recovery. 

Figure 3 shows that the posterior probabilities are the most peaked when using haplotype 

reconstruction while also showing that the loss of information when using only tag SNP's is 

unacceptable. Data averaging results in a large increase in the computational requirements for the 

BMV MLA method, as it requires the sampling of the sources of uncertainty and then running 

multiple instances of the analysis. Depending on the number of samples produced, this ranges from 

10-100 fold increase in computational time, limiting this option to cases where there is a high level 

of aggregation, a low number of variables or if sufficient computational resources are present.  

The results of my research are under review for publication in the journal Artificial Intelligence in 

Medicine. My work is supported by TAMOP-4.2.1/B-09/1/KMR-2010-0002, TAMOP - 4.2.2.B-

10/1--2010-0009, and the following Hungarian Scientific Research Funds: OTKA-PD-76348 and 

NKTH TECH 08-A1/2-2008-0120 (Genagrid). 
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A MODEL-DRIVEN FRAMEWORK FOR
GUIDED DESIGN SPACE EXPLORATION∗

Ábel HEGEDÜS
Advisor: Dániel VARRÓ

I. Introduction

Design space exploration (DSE) is a the analysis of several “functionally equivalent” implementation
alternatives, which meet all design constraints in order to identify the most suitable design choice (solu-
tion) based on quality metrics such as cost or dependability. Design space exploration is a challenging
problem in application areas (such as dependable embedded systems and IT system management),
where model-driven engineering (MDE) techniques are already popular. DSE can be performed either
during the design process to find optimal designs or during runtime to help dynamic reconfigurations.

In traditional DSE problems, the design constraints and quality metrics are numeric attributes to
express cost, time or memory limits, etc. However, systems with modular software and hardware
architectures (like AUTOSAR [2] in the automotive domain or large reconfigurable architectures) led
to the introduction of complex restrictions on the graph-based model of the system.

Existing DSE approaches usually apply model checking complemented with exhaustive state space
exploration or solve finite domain constraint satisfaction problems that cannot effectively handle struc-
tural constraints and dynamic manipulation of elements. In order to alleviate these issues, designers
often provide additional information (hints) about the system (e.g. from earlier experience or by some
analysis) that can reduce the design space to a more feasible size.

Guided model-driven design space exploration aims to explore alternative system designs efficiently
by making use of advanced model-driven techniques (e.g. incremental model transformations) and
hints (obtained by analysis tools or provided by the designer). These hints are interpreted during the
exploration to continue along promising search paths (using selection criteria) and to avoid the traversal
of unpromising designs (by cut-off criteria). Additionally, the use of incremental techniques leads to
exploration strategies that are able to find additional (alternative) solutions.

In this paper, a model-driven framework for guided design space exploration is described, where
the system states are graphs, operations are defined as graph transformation rules, while goals and
constraints are defined as graph patterns.

II. Overview of the Approach

Figure 1: Model-driven Guided DSE

The schematic overview of the framework for guided design
space exploration is illustrated in Figure 1. First, the design
problem description specifies the domain where the explo-
ration takes place to produce solutions. It includes: (1) the
initial state of the system at the start of the exploration, (2) the
set of manipulation operations (called labeling or exploration
rules) defined on the system, (3) goals described as structural
or numerical constraints, which need to be satisfied by so-
lution states found by the exploration, and (4) global con-
straints, which are satisfied by the initial and solution states
and all intermediate states on the trajectory between them.

∗This summary is based on the ASE’11 paper with the same title [1]
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The design space exploration performs the search for solutions by exploring the design (or state)
space of the problem description. It starts from the initial state and traverses reachable states by ap-
plying the operations on the system. In order to find a solution quickly, exploration is often aided by
an exploration strategy. A simple strategy (as proposed in [3]) may use random selection in a depth
first search or statically assign priority levels to operations. However, a more advanced strategy should
also determine whether a given state will never lead to a valid solution (i.e. it is a dead end) and states
reachable from it should not be traversed. In a guided approach, the exploration strategy relies on
guidance, which uses hints for driving the traversal and identifying dead ends.

Hints are information originating from the designer or (as in [4]) from some automated analysis
carried out using formal methods that often abstract the design problem description. For example,
the result of such analysis can be information regarding the number of operation applications (called
occurrence vector). The guided approach uses occurrence vectors and dependency relations between
rules, computed from pre- and postconditions, as hints (see [1]).

Finally, the guidance calculates and interprets hints and provides decision support for the exploration
strategy (see details in [1]). In this approach, guidance is defined as the evaluation of cut-off and
selection criteria based on the current state and the hints (as defined in [4]). Cut-off criteria identify
dead end states and bound the exploration, while selection criteria prioritize available rules in a state
by their likelihood of leading to a final (solution) state.

III. Exploration Strategy

Guided exploration strategies can be categorized by the used hints and guidance. Here, two guided
strategies are presented, the first uses occurrence vectors only as hints (occurrence), while the other
uses rule dependency as well (full guidance). Note that the full guidance strategy uses rule priorities
only if two labeling rules were evaluated as equal by the guidance. These strategies are compared to
the fixed priority strategy.

Figure 2 illustrates the design space exploration for these techniques on a simple example. The
circles denote the traversed states which are numbered according to the traversal order, while the ap-
plicable rules are listed beside them.

Figure 2: Comparison of exploration strategies

Downward arrows illustrate rule applications,
while dotted arrows represent backtracking from
invalid or cut-off states. The same rule can be ap-
plied multiple times at a given state if more than
one applicable match is found in the graph (see
state 2 on the right side). The exploration termi-
nates when an optimal solution is found. A solution
is optimal if the path leading to it contains the least
number of rule applications (i.e. it is the shortest
trajectory to a solution model).

In the case of the fixed priority strategy, the next
applied operation is the one with the highest prior-
ity among the applicable ones. As the depth-first
technique is used in the fixed priority exploration strategy, the first solution found by that strategy is
often several times longer than the optimal, suboptimal solutions are used iteratively as depth limits to
force the exploration to find shorter solutions.

The occurrence strategy applies operations based on the occurrence vector provided by the system
analysis. Figure 2 shows that the hint states the r2 should be applied twice and r3 once. Therefore, r1
is not applied in state 0 or 2 (highlighted) in order to be compliant to the occurrence vector.

The full guidance exploration strategy (illustrated in the right side of Figure 2) takes the dependency
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relations between rules into account in addition to the occurrence vector. Therefore, in state 1 (high-
lighted) it selects r3 for the next application. Rule r2 is applicable on two matches in state 2, the first
leading to a dead-end state, while the second application leads to a solution in state 4. Note that the
selection in state 1 leads to a reduced traversed design space compared to the occurrence strategy.

IV. Implementation Details

Figure 3 gives an overview of the implemented guided design space exploration framework. The im-
plementation uses the VIATRA2 model transformation framework [5], which provides metamodeling
capabilities and supports model transformations based on the concepts of graph transformations and
abstract state machines. Its incremental pattern matcher is used as a powerful query engine.

Figure 3: Overview of the guided DSE framework

The design space exploration is performed by
the constraint satisfaction engine, CSP(M), pre-
sented in [3], where rules, goals and constraints
(specified using graph transformation rules and
patterns) are used in solving constraint satisfac-
tion problems over the input model (both in-
cluded in the design problem description).

The abstraction of graph transformation rules
into Petri nets (PN) and Integer Linear Program-
ming (ILP) problems are also automated. The in-
dustry leading IBM CPLEX [6] optimization tool
is used, which supports the calculation of alternate solutions (occurrence vectors used for initializing
the dependency graph Gd). The edges of Gd are computed from the transformation rules using the
Condor [7] dependency analyzer tool, while the graph itself is built and stored as an Eclipse Model-
ing Framework (EMF) instance model. The criteria definitions and the criteria evaluation algorithm
(guidance) are implemented in Java as separate components, and are connected to the guided design
space exploration strategy.

V. Evaluation of the Approach

The aim of the evaluation was to demonstrate that the full guidance strategy is more efficient than the
other strategies (namely, fixed priority and occurrence strategy, which were used for previous measure-
ments in [3]) as it traverses considerably fewer states and does not introduce significant overhead, thus
provides better runtime in the other approaches for most of the experiments.

Cases used in the Evaluation
For evaluation, the cloud case study presented in [1] and a service configuration case study (presented

in [8]) were used. These cases are relevant in the context of model-driven DSE as they represent both
design and runtime exploration problems and make comparison with previous results [8, 3] possible.

Both case studies included multiple cases (see Figure 4). PowerOn cases deal with empty initial
models, while Reconfigure (RC) cases deal with existing models which must be modified to satisfy
goals. Finally, the Clustered DB case requires databases to be deployed on clusters.

Evaluation Environment and Method
The evaluation was carried out 5 times for each test case and strategy in the following way:
(1) the initial model is loaded into VIATRA2, (2) the goals, constraints and operations are added

to the framework, (3) the exploration component is initialized and runtime measurement is started
(using wall time with OS-level nanotime precision). Next, (4) the design space exploration framework
computes solutions. Finally, (5) the runtime measurement is stopped and the results are saved. The
exploration is limited to 1 million visited states.
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Evaluation of Results

Figure 4: Results for exploration

The graph in Figure 4 shows the results of
measurements using the case study models.
For each case, the length of the shortest solu-
tion trajectory (the number of applied rules)
is given in parenthesis with the average num-
ber of visited states during the design space
exploration illustrated for each strategy.

The following observations were made
based on the results from the experiments:
(1) The combined use of occurrence vectors
and rule dependency for cut-off and selection
criteria based guidance outperforms our pre-
viously published strategies; (2) The added computation required for criteria evaluation does not sig-
nificantly increase runtime; and (3) The under-approximation of the occurrence vector based analysis
ensures that guided strategies always find optimal solutions first (similarly to the A* algorithm). Note
that in the last experiment the fixed priority strategy visits less states than the guided strategies because
of a high number of infeasible occurrence vectors.

VI. Conclusion and Future Work

Guided DSE exploration uses hints to reduce the number of states traversed when searching for solu-
tions. Hints are used (i) to identify dead-end states (cut-off criteria) and (ii) to order applicable rules
in a given state (selection criteria). In this paper, I summarized the results of developing a model-
driven framework for guided DSE, which uses rule dependency and occurrence vectors as hints for
the exploration strategy. Evaluation of the exploration strategies using a cloud configuration problem
showed that the criteria-driven approach reduces the design space further thus increasing efficiency.
The framework was also successfully applied for generating quick fixes for domain specific model-
ing languages [9], evaluation with BPMN business process models showed that it can work as a good
design time development assistance tool.

Future work aims to improve the framework by introducing incremental techniques for identifying
states, handling guidance and space exploration. There are also plans for extending the framework to
handle EMF models.
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DYNAMIC BACKWARD SLICING OF MODEL TRANSFORMATIONS∗

Zoltán UJHELYI
Advisor: Dániel VARRÓ

I. Introduction

Model-driven design (MDD) aims to simultaneously improve quality and productivity by providing
early model validation and automating various phases of software development including source code,
test case or configuration generation. Model transformations (MT) play a central role in automating
such tasks. Model-to-model transformations take one (or more) source model(s) as input and derive
one (or more) target model(s) as output typically together with detailed traceability links.

Model transformations are captured in the form of a MT program, which can be taken as a regular
piece of software. However, elementary steps in MT programs are captured by highly data-driven
declarative rules, while complex transformations are assembled from elementary steps using some
imperative control structures. Due to this hybrid nature of MT languages, the direct adaptation of
existing software engineering results is problematic, especially, when designing complex MTs where
debugging and validation plays a crucial role.

Many integrated development environments (IDEs) include sophisticated program slicing techniques
to calculate control and data dependencies between the statements of a program. When debugging
MTs, transformation experts would require similar support to identify parts of the MT program which
have causal dependence on a selected statement of the MT program (called slicing criterion). However,
the slicing criterion of a MT program can also depend on an element of the underlying model when
a read or write operation on the element causes a causal dependency. For instance, declarative model
queries issued by transformation rules might introduce data dependencies that can only be detected
precisely by creating relevant slices of the transformed models as well.

In a previous short paper [1], we introduced the concepts of model transformation slicing for the
first time (up to our best knowledge), and identified the main scientific challenges. We argued that
the adaptation of existing program slicing techniques turns out to be non-trivial as MT programs take
models as an additional input. Therefore, slices of a MT program should simultaneously incorporate
the causally dependent statements and the causally dependent parts of the underlying model.

A further difference to a traditional (dynamic) program slicing setup comes from the fact that MTs
are executed mostly at design time in modern IDEs, which frequently save additional information when
executing a transformation in order to provide undo/redo support. Consequently, execution traces of a
MT run are readily available for transformation MT slicing.

In [1], we informally sketched the idea of dynamic backward slicing of model transformations. In
the current paper, we provide an overview of our approach together with an extensive experimental
evaluation of our dynamic backward slicing approach that is carried out using various case studies
taken from previous model transformation benchmarks.

II. Model Transformation Slicing: An Example

A traditional program slice consists of the parts of a program that (potentially) affect the values com-
puted at some point of interest [3]. In [1] we defined the slicing problem of MTs as illustrated in
Figure 1. The slicing algorithm receives three inputs: the slicing criterion, the model transformation
program, and the models on which the MT program operates. As an output, slicing algorithms need to

∗This summary is based on the following publications [1, 2].
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produce (1) transformation slices, which are statements of the MT program depending or being depen-
dent on the slicing criterion, and (2) model slices, which are parts of the model(s) depending (or being
dependent) causally on the slicing criterion (due to read or write model access).
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Figure 1: Slicing Problem of Model Transformations

There are various program slicing approaches in the literature, in this paper we focus on dynamic and
backward slicing. Dynamic slicing relies on a specific execution (test case) of the program. In case of
MT slicing, the affected statements of the slicing criterion are calculated wrt. this specific execution,
while model slices can be identified on the specific (input) models. A backward slice of a MT consists
of (1) all statements and control predicates of the program and (2) all elements of the underlying model
the slicing criterion is dependent on.

In the remaining part of this section, we informally present the core technique of dynamic backward
slicing of MT programs using a demonstrative example of Petri net simulation formalized by model
transformations in the MT language of the VIATRA2 framework. This example is frequently used to
demonstrate how model transformations can be used in model simulation scenarios, furthermore, it
already served as a performance benchmark for MTs [4].

A. Running Example: Simulation of Petri nets
Petri nets are bipartite graphs with two disjoint set of nodes: Places and Transitions. Places can contain
an arbitrary number of Tokens that represent the state of the net (marking). The process called firing
changes this state: a token is removed from every input place of a transition, and then a token is added
to every output place of the firing transition. If there are no tokens at an input place of a transition, the
Transition is disabled, and thus it cannot fire. The structure of the modeling language of Petri nets is
formalized by a corresponding metamodel in Figure 2a.

Example 1. Figure 2b depicts a simple Petri net. The net consists of three places, representing a Client,
a Server and a Store and two transitions. If the Client issues a query (the Query transition fires), the
query is saved in the store (a token is created), the Server gets the control (another token is created),
and the client waits for a response (the Respond transition fires and a token is removed).

B. The VIATRA2 Transformation Language
Graph patterns are often considered as atomic units of MTs [5]. They represent complex structural
conditions (or constraints) that are to be fulfilled by a part of the (input) models. Graph patterns are
also used to declaratively define model manipulation steps.

(a) Metamodel for Petri nets
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Figure 2: A Petri net Example
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Example 2. The sourcePlace pattern (Line 1) in Listing 3 is used to identify the source places of a
transition. The pattern consists of a Transition node Tr and a Place node Pl connected by an edge of
type of OA. It is important to note that as only variables Tr and Pl appear in the header of the pattern,
they can be received from the caller of the pattern as input parameters, or passed back to the caller as
output parameters, while the variable OA is an internal pattern variable.

Graph transformation (GT) provides a high-level rule and pattern-based manipulation language for
graph models. GT rules are specified using a left-hand side graph (pattern) to decide the applicability
of the rule, and a right-hand side graph (pattern) which declaratively specifies the result model after
the rule application. This is achieved by removing all elements only present in the LHS, creating all
elements only present in the RHS, and leaving every other element unchanged.
Example 3. Listing 3 presents two simple GT rules that are (respectively) used to add a token to or
remove a token from a place. The LHS pattern of the addToken (Line 19) pattern consists of a single
place, while its RHS extends it with a token and an edge. This means, applying the rule creates a token
and connects it to the place.

Complex MT programs can be assembled from elementary graph patterns and graph transformation
rules using some kind of a control language. In our examples, we use abstract state machines for this
purpose as available in the VIATRA2 framework with all the necessary control structures including
the sequencing operator (seq), ASM rule invocation (call), variable declarations and updates (let and
update constructs), if-then-else structures, and single or simultaneous application at possible matches
(forall and choose).
Example 4. The fireTransition rule (Line 27) in Listing 3 describes the firing of a transition in VIA-
TRA2. At first the code determines whether the input parameter is a fireable Transition using the
isTransitionFireable pattern. Then in a sequence the GT rule removeToken is called for each
sourcePlace, followed by a call to GT rule addToken for every targetPlace.

C. A Sample Dynamic Backward Slice
To illustrate the MT slicing problem, we consider the execution of the rule fireTransition called with
the transition Query as a parameter. Figure 2c displays the model after the execution: the token from
the place Client is removed, while a token is added to places Store and Server. As a slicing criterion,
we selected the invocation of the GT rule addToken in Line 34 together with variable Pl.

We can calculate the backward slices for the criterion as follows. (1) At the last item of the trace
the variable Pl is bound during the matching of the pattern targetPlace, so the pattern invocation is
part of the slice (Line 33). (2) As the pattern matching of targetPlace uses model elements (Server,
Query and the IA between them), they have to be added to the model slice. (3) The forall rule in
Line 33 is included in the slice as it defines the variable Pl. (4) On the other hand, the token removal
operation (Line 31) does not affect the slicing criterion as Pl is a different variable (redefined locally),
T is passed as input parameter, while no model elements touched by this GT rule are dependent from
those required at the slicing criterion. (5) Although the condition in Line 28 does not define variables
that are used later in the slice, it is added because the execution of the forall rule added to the slice
depends on the evaluated condition. (6) Finally, as the slice includes statements that use the variable T,
its definition as an incoming parameter of the fireTransition rule is added to slice.

The calculated program slice is represented by underlined source statements in Listing 3: the pattern
targetPlace and parts of the fireTransition rules are included.

As model elements are created and deleted during the execution of the transformation, the corre-
sponding model slice can contain elements from multiple states. To display the slice, Figure 2d shows
the final model state of the Petri net by adding the deleted token from the place Client as a cross. In
this figure the model slices are included inside the dashed rectangles: the transition Query, the places
Client and Server, the arcs between the included transition and place, and the token in Server.
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1 pattern sourcePlace(Tr, Pl) = {
2 Transition(Tr);
3 Place(Pl);
4 Place.OutArc(OA, Pl, Tr);
5 }
6 pattern targetPlace(Tr, Pl) = {

7 Transition(Tr);
8 Place(Pl);
9 Transition.InArc(IA, Tr, Pl);

10 }
11 pattern place(Pl) = {
12 Place(Pl);
13 }
14 pattern placeWithToken(Pl) = {
15 Place(Pl);
16 Place.Token(To);
17 Place.tokens(X, Pl, To);
18 }

19 gtrule addToken(in Pl) = {
20 precondition find place(Pl)
21 postcondition find placeWithToken(Pl)
22 }
23 gtrule removeToken(in Pl) = {
24 precondition find pattern placeWithToken(Pl)
25 postcondition find pattern place(Pl)
26 }
27 rule fireTransition(in T) =
28 if (find isTransitionFireable(T)) seq {
29 /* remove tokens from all input places */
30 forall Pl with find sourcePlace(T, Pl)
31 do apply removeToken(Pl); // GT rule invocation
32 /* add tokens to all output places */
33 forall Pl with find targetPlace(T, Pl)

34 do apply addToken(Pl));
35 }

Figure 3: Slicing criterion: variable Pl in Line 34

III. Evaluation and Future Work

The aim of the evaluation is to demonstrate that our MT slicing approach provides small, relevant slices
describing both control and data dependencies from the selected slicing criteria wrt. to the correspond-
ing execution trace. To illustrate the simultaneous slicing of the models and MT programs, we selected
four fundamentally different MT programs (two model simulation and two model-to-model transfor-
mations) in [2] available in the VIATRA2 transformation framework, which were already used in the
past for performance benchmark investigations (e.g. at various model transformation tool contests).
These MT programs are used “as is”, without any manual changes to them.

Our measurements showed that our MT slicing approach is able to provide small and understand-
able slices that encapsulates both control and data (model) dependency information simultaneously. In
addition to that, by the analysis of the measurements we concluded that (1) in case of complex, impera-
tive control structures, MT slices are dominantly created from the dependency between the statements
of the transformation programs, thus traditional imperative program slicing techniques are applicable
and provide appropriate results. However, (2) in case of declarative transformation rules slices are
primarily created based on model dependencies.

In the future, we plan to investigate other slicing challenges for MT programs. The overview of the
MT slicing problems in [1] provides a full research agenda to address both dynamic and static slicing,
in forward and backward directions. Future research may also investigate how relevant breakpoints
can be automatically inserted during MT debugging where slicing techniques can also be exploited.
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MAPPING TOPIC MAPS TO COMMON LOGIC
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I. Introduction

This work is a case study for the mapping of a particular formal language (Topic Map[1] (TM)) to
Common Logic[2] (CL). CL was intended to be a uniform platform ensuring a seamless syntactic
and semantic integration of knowledge represented in different formal languages. CL is based on
first-order logic (FOL) with a precise model-theoretic semantic. The exact target language is Common
Logic Interchange Format (CLIF), the most common dialect of CL. Both CL and TM are ISO standards
and their metamodels are included in the Object Definition Metamodel[3] (ODM). ODM was intended
to serve as foundation of Model Driven Architecture (MDA) offering formal basis for representation,
management, interoperability, and semantics. The paper aims at the evaluation of the use of CL as a
fusion platform on the example of TM.

II. The Topic Maps

TM is a technology for modelling knowledge and connecting this structured knowledge to relevant
information sources. A central operation in TMs is merging, aiming at the elimination of redundant
TM constructs. TopicMapConstruct is the top-level abstract class in the TM metamodel (Fig. 1). The
later detailed ReifiableConstruct, TypeAble and ScopeAble classes are also abstract. The remaining
classes are pairwise disjoint.

Figure 1: The class hierarchy and the relation and attribute names of the TM metamodel.

TopicMap is a set of topics and associations. Topic is a symbol used within a TM to represent
exactly one subject, in order to allow statements to be made about that subject. The Association
and AssociationRole classes enable TM to express hyperrelations between topics. The number of
contained AssociationRole instances is the arity of the relation.
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The Occurrence class represents a relationship between a subject and an information resource. Oc-
currences are essentially specialized associations, where one participant in the association can be an
information resource. For example the topic ’Iron’ may have an occurrence with Unicode string at-
tributes: (datatype = IRI , value = http : //en.wikipedia.org/wiki/Iron) or an other occurrence
with (datatype = density, value = 7.88g/cm3).
In many cases the extensibility of TM constructs by additional information is useful, for example by
adding occurrences to an association, or by assigning a name to an occurrence. Reification is the act
of making a topic represent the subject of another TM construct in the same TM. For example, creat-
ing a topic that represents the relationship expressed by an association is reification. Reification may
store meta-data like authors, version number, copyright external documentation or schema. Typeable
constructs must have a type topic. Statements can be declared with occurrences. Topic names, variant
names, occurrences, and associations are statements, whereas assignments of identifying locators to
topics are not considered as statements. All statements have a scope, representing the context within
which a statement is valid. Scope could be for example the source of information or solution of a
homonymic conflict (e.g., ’file’ in the context of fishes or IT).
Subject identifiers and subject locators of topics enable the use of references to internal or external
information resources. The identifiers may represent the subject of the topic in a human readable form
without any specific semantic. On the other hand, the locator is unique and conforms some locator
notation standard like URI or IRI. Subjects which are not information resources should be treated as
subject identifiers.
A topic name consists of the base name, and variants of it, known as variant names. Topic names
may have a scope, which defines in what context the topic name is an appropriate label for the subject.
Suitable base names for people, countries, and organizations are their names, while base names for
documents, musical works, and movies might be their titles. Essentially, a base name is a specialized
kind of occurrence. A variant name is an alternative form of a topic name that may be more suitable in
a certain context than the corresponding base name, so variants must have a more specific scope.

III. The mapping

The ODM contains both the mapping from TM to Web Ontology Language (OWL) and the mapping
from OWL to CL. So the composition of mappings seemed to be a long but steady way to perform the
desired mapping. We followed this way to be as close to the spirit of ODM as possible. However, we
faced many problems during this procedure. The understanding of the transformations using different
formalisms (QVT, translation tables and corresponding axioms) was the most time consuming part of
the job. The cited mappings of ODM[3] are incomplete. It is not surprising, because the syntax and
semantic of OWL and CL are relatively complex.

The OWL-CL mapping of ODM is based on the work of P. Hayes[4] which is still incomplete. Many
OWL and RDF statements lack a clear CL translation. Fortunately, the first mapping does not result in
ambiguous statements or constructs, so the composition of the mappings was relatively simple. Hayes
mentions two logical styles of mappings between formal languages: translation and embedding. Let
us see the next OWL/RDF triple:

behind rdf:type owl:TransitiveProperty

which carries the meaning that ’behind’ is a transitive binary relation. This is semantically equivalent
with the next CLIF sentence:

(forall (x y z)(implies
(and (behind x y)(behind y z))
(behind x z)

))
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However, the next statement is also a correct CLIF sentence with the same meaning but the OWL/RDF
syntax survives somehow:

(rdf_triple behind rdf:type owl:TransitiveProperty)

We will refer to the first solution as translation while the second -which preserves the vocabulary of
the source language- is called embedding. Embedding can be considered as a specific syntactic sugar.
Therefore we need some extra axioms in CLIF that fix the meaning of them:

(forall (x y z)(iff (rdf_triple y x z)(x y z)))
(forall (x y)(iff (rdf:type x y)(y x)))
(forall (p)(iff

(owl:TransitiveProperty p)
(forall (x y z)(implies (and (p x y)(p y z))(p x z) ))

))

If some semantic aspects of the source language were unclear, we could express it using embeddings
without sugar axioms.

( forall (u) ( implies (subclass u)(superclass u) ))

where the unary relations above are type-instance relations. This notation in [4] [5] is just a natural
convention but not a semantic extension.

(forall (p q)(iff
(supsub p q)
(forall (x)( implies (q x)(p x ) ))

))

Returning to the subject, the composition of TM-OWL and OWL-CL mappings was followed by a
consolidation of the result (Table 1). The introduced CL relations should inherit their semantics from
TM.

Table 1: Mapping between TM and CL constructs
TM construct TM construct parameters CL constructs

Topic Map x:TM CL Module
Association I. x:A parent y:TM x:Sentence of y:Module

Reification x:TM reified by y:T(parent z:TM) Importation(z) into x, (= x y)
ID-s and locators CL Names

multiple ID-s ... (= id1 id2)
sup.t.-subt. relation x:T, y:T, ... (supsub x y)

type-inst. relation x:T, y:T, ... (x y)
Association II. x:A type is y:T (y x)

AssociationRole x:AR type y:T, parent z:A, player q:T (y z q)
Occurence x:O type y:T, parent z:T, value q:string (y z q)

TopicName x:TN type y:T, parent z:T, value q:string (y z q)
Variant x:V parent z:T, value q:string (variant z q)
Scope x:TMC, scope is y:T (scope x y)

We will demonstrate the mapping by the following TM example (Fig. 2) followed by the correspond-
ing CL theory. Example includes different styles of type-instance and subtype-supertype relations
because ODM uses both of them. The TM and CL Module containment is neglected here.
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Figure 2: TopicMap example (pr.=parent, pl.=player).

(supsub Human Woman)
(supsub Thing Human)
(Woman Alice)
(Human Bob)

(MotherSon motherson1)
(Mother motherson1 Alice)
(Son motherson1 Bob)

The mother-son relation is quite verbose but includes the role names of the arguments too. We can
easily shorten it as follows:

(MotherSon Alice Bob).

IV. Conclusions

Despite the fact CL aims to be a common platform for semantic integration and covers the semantic
of FOL, it does not cover the most common semantic relations used in knowledge representation like
type-instance, subtype-supertype or containment. Type-instance relations have a natural notation as
an unary relation and the supertype-subtype relation can be derived from it using the features of FOL.
However, these relations should be handled explicitly as semantic extensions[2] in a new dialect or
should be standardized. There are no available CL examples for fundamental features, e.g., for im-
porting modules, exclusion sets, texts. The lack of complete and normative translations from the most
important knowledge representation languages is the main obstacle of CL to become a widely accepted
common platform. Correct usage of CL texts, modules and importation remained an open question. It
is crucial in matching ontologies but there are no relevant examples at all, e.g., in [3][4][5]. Neuhaus
[6] shows that the semantics of modules are erroneous and suggests two options how to fix them. So
CL alone is insufficient to express the basic concepts of knowledge representation in a uniform way
and suffers from semantic inconsistencies.
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Advisor: István MAJZIK

I. Introduction

The quality and the success of software systems depends on how well it meets its intended needs
of the stakeholders. Requirements engineering (RE) is a process which involves the understanding
the needs of stakeholders; understanding the context in which the system will operate; capturing the
requirements into an adequate format; and validating that the documented requirements match the
negotiated requirements.

Beyond these core activities, many software engineering activities and artefacts are based on the re-
quirements, e.g., software testing. In this paper we introduce a novel requirements description method,
which is able to capture requirements related to the context of software (i.e., requirements, that can be
expressed solely in terms of the context), and can effectively support the generation of functional test
cases.

II. Requirements engineering

By definition, requirement is “a condition or capability needed by a user to solve a problem or achieve
an objective” (ISO/IEC/IEEE 24765:2010; Systems and Software Engineering). While other software
engineering activities result in artefacts directly affecting the software’s behaviour (i.e., they are part
of the solution), requirements engineering rather defines the problem that has to be solved. This means
that functional requirement descriptions are written entirely in terms of the environment of the desired
software.

In RE related research papers, RE research is decomposed into five tasks: elicitation, modelling, re-
quirements analysis, verification and validation, and requirement management [1]. These RE activities
are usually iterative, since they involve many actors (stakeholders, architects, developers, testers, etc.)
with different background and focus.

These activities cannot be executed and understood separately. In this paper we want to emphasize
how an adequate requirements description can help generating sound functional test cases, thus we will
focus on requirements elicitation and modelling.

Requirements elicitation involves activities to understand the goals and motives of building the de-
sired software system. Activities of elicitation comprise discussion with the stakeholders, hence in-
formal and intuitive models are especially popular, like use-cases, scenarios (simple text, cartoons
or video), demos and simulations. These promise easy comprehension and quick feedback by non-
professional stakeholders.

During requirements modelling phase, the high-level models constructed for stakeholders are refac-
tored to more detailed, precise, often formal models, that models can be used by software architects and
developers to plan and create the software system. Scenario-based models are usually constructed dur-
ing this phase of RE. These models contain a “step-by-step description of series of events, that may oc-
cur concurrently or sequentially” (IEEE 1362-1998 (R2007)). Scenario-based models are well-known
examples of relationship between RE and software testing. For example UML sequence diagrams are
popular to model the flow of messages, events and actions between the components of a system (in
addition, they are still relatively easy to understand by non-technical stakeholders). Scenario-based
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models contains all necessary information (i.e., input data and conditions, and expected output data
and conditions), thus testers can reuse these scenario descriptions to derive test cases.

III. Context modelling

In this paper we propose a novel requirements representation approach, which utilizes the model of
the software’s context. Contextual RE techniques analyse stakeholders’ requirements with respect
to a particular context. The context is the environment in which the desired software will operate.
The importance of context during requirements elicitation has long been recognized by RE research
community, however in many cases the contextual techniques often focus on improving the elicitation
phase (e.g., stakeholder interview design) by understanding the context [2].

In contrast to this approach, we refer to context modelling as the main part of the elicitation phase. In
most cases, there are assumptions about the context, and in many cases this context is finite and entirely
known. During the modelling of the context we create a metamodel that contains every possible object
that may appear in the environment of the software, and every action through which the environment
can affect the software.

We would like to express the functional requirements in terms of this metamodel. This means that
the requirements are model instances conforming to this metamodel. Again, this representation is only
appropriate in case of context-related functional requirements, where the user needs can be described
entirely with objects and actions from the software’s environment.

For example in case of an autonomous robot vacuum cleaner, the environment is a household. The
stakeholders have the apriori knowledge of every possible object that may appear in the environment
of the robot (e.g., furniture, living beings), and the possible actions are known as well (e.g., percep-
tions/actuations of the robot). Another example is a software with web-based interface, with given
GUI objects (buttons, text boxes, combo-boxes, drop-down lists, etc.) and standard actions (e.g., click,
double-click, draw, type, etc.) that can be executed on these objects.

In order to thoroughly express the software’s functionalities with model instances, we need to capture
the expected output as well. This means we need to complement the metamodel or create another
metamodel with actions and objects, which define the output of the software. It is important to note that
in many cases the input and output metamodels may be the same or at least the objects may be similar,
and only the actions are different. For example in the household environment of the autonomous
vacuum cleaner the objects are common for both metamodels, but the actions may be different for the
output metamodel (e.g., start draining, give alert). In the other example, the output actions will contain
elements associated with the server side action (e.g., page loaded, exception thrown).

Using this approach to RE elicitation, we express the software functionalities as ordered pairs of
input and output models.

A. Motivation of context-based requirements representation

According to the context representation described above, during the elicitation phase we create a struc-
tured view of the software’s environment that contains every relevant object, action and relationship
among these, instead of an ad-hoc representation of context elements in different requirements without
capturing their hierarchy and relations. In addition we may assign arbitrary attributes to these model
elements (e.g., timing to actions, position to objects).

Beyond the requirements, using the domain-specific, structured metamodel of the context enables the
representation of the necessary constraints, that for example require the presence of a certain object, or
define cardinality restrictions.

The primary aim of the proposed representation is to facilitate test case derivation. We represent
functional test data as model instances of the context metamodel that contain the requirements input
model instances, and test executions are evaluated by searching for the output model instances. We
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think that the proposed representation is advantageous in the following cases:
• To support automated test case derivation with instantiation of elements of the metamodel (i.e.,

model instance generation) and fulfilment of the constraints.
• To derive robustness test cases through the violation of constraints.
• To systematically combine requirements (i.e., input models of different requirements) to derive

more complex test cases.
• To detect incompleteness and explore inconsistency among the requirements on the basis of the

metamodel.
• To define precise coverage metrics based on the hierarchy of elements and their relations.

B. Example

Let us consider the example of a web-based software. On the login screen there are two text boxes
(e.g., login name and password) and one button (e.g., login). Thus the metamodel in this simple case
contains two text boxes and a button, and a two actions, namely type and click. Additionally there
are actions executed by the software, for example “page load”. This simple metamodel describes the
context of the program (i.e., in this case we composed one single metamodel).

A basic requirement to express may be the following: when the user provides the login credentials
and then click on login button, the welcome screen is loaded.

In order to describe this requirement, we instantiate two text boxes and two type actions from the
input metamodel, and associate each text box instance with two type action instance. The instances
can have parameters, for example text that have to be typed, timing relations, etc. Then we create
an instance of the button and an associated click action. This model instance conforming to the in-
put metamodel will be the input model of the requirement, expressing that the user types the login
credentials and then clicks on login button.

We may express the expected outcome by instantiating a page load action (i.e., the output model),
which again can hold the expected page title as parameter. Using our proposed representation, this pair
of input and output model will express the requirement mentioned above.

For the example above, a straightforward action metamodel can be constructed using Selenium com-
mand set. Selenium is a browser automation tool, that is very popular for web application’s test au-
tomation [3]. The command set (usually referred to as “selenese”) contains actions in three category.

Actions provide functionality to manipulate the application, e.g., click on or select an item.

Accessors are used to identify and save the current state of the application.

Assertions can verify that the state of the application matches what expected, e.g., verify that a check
box is checked, etc.

In case of a web-based software, using these as actions in the metamodel and every GUI element from
the interface, we get a metamodel that is appropriate to describe almost every interactions (including
timing information and any desired parameter) between the software and its environment.

IV. Use of context-related requirements for software testing

Software testing is the process of evaluating the quality of the software under test (SUT) by controlled
execution, usually with the primary aim to reveal inadequate behaviour. In functional (i.e., black-box)
software testing we treat software as it would be a function transforming the input data to the output
data. We do not have or do not use the information about the internal structure of the SUT. This means
that the tester has to be familiar with relations between the SUT and the environment. At this point
we may exploit the proposed requirements representation approach, since it expresses how the SUT
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interact with its environment without dealing with details or internal information. These can be used
to derive test case descriptions for the SUT.

A possible way of test case generation based on the requirement models is model generation, i.e.,
model instance creation conforming to the given metamodel. In simple cases the input model of the
requirements model can be used as an input test data directly, and we can compare the output model to
the actual output data. However, when we need more complicated models to exercise the SUT (e.g., we
have constraints that force the presence of particular elements), we may expand the initial input model
by instantiating further elements from the metamodel, and get a model that contains other objects and
actions.

In the previous example, we may instantiate every clickable GUI element from the metamodel and
add a click event to all of these, and then type the login credentials and click on login button. With
this extension we can verify that the requirement is satisfied even if the user previously clicked every
element on the web interface.

In addition, we may automate the generation of such models. Search-based software engineering
(SBSE) is the use of search-based optimization algorithms (usually metaheuristic search techniques)
to software engineering problems. The key ingredients for the application of search-based optimiza-
tion is the choice of representation of the solutions and the definition of the fitness function. In case
of test generation on the basis of context related requirements, we can represent solutions with model
instances, and we can compose the fitness function from the test goals and coverage metrics (e.g., min-
imum number of elements, instantiation of particular elements), that will guide the model generation.
Thus we can use SBSE to search for model instances that are appropriate according to our selected
conditions. A search-based model generation approach is presented in [4] and [5].

V. Conclusion and future work

In this paper we have briefly introduced a novel approach for high-level description of context-related
functional requirements. We create a metamodel, that describes the context of the software, and con-
tains every possible object that may appear in the context and every possible action that may affect the
software or can be executed by the software. We use the context metamodel and define requirements
as model instances conforming to this metamodel. We think that this new approach to requirement
modelling is advantageous when generating functional test cases.

In the future we plan to implement a framework which is able to generate test cases based on the
context-related requirement models and additional boundary conditions.
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FORWARD SATURATION BASED MODEL CHECKING
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I. Introduction

Formal methods are gaining importance as safety critical, distributed and embedded systems are be-
coming widespread. By using formal verification we can find errors or we can prove the correctness
in an early stage of the design. Model checking is an automatic verification method to check discrete,
finite state models. In the last 20 years many model checking algorithms appeared: in this paper we
focus on one of them, the so-called saturation algorithm. Saturation is a symbolic state space genera-
tion and model checking algorithm, which is efficient for globally asynchronous, locally synchronous
(GALS) models. Former work presented structural model checking algorithms using saturation and
constrained saturation, which were based on the classical backward traversal of the state space. In this
paper we introduce saturation model checking based on forward state traversal. We hope this research
direction to further improve the efficiency of model checking algorithms.

II. Preliminaries

Petri nets [1] are graphical models for concurrent and asynchronous systems, providing both structural
and dynamical analysis.

An event in the system is the firing of an enabled transition. The firing of transitions is non-
deterministic. The state space of a Petri net is the set of states reachable through transition firings.

In order to examine a model (for example a Petri net), we have to explore its possible dynamic
behaviour, i.e. the state space. Traditional symbolic state space exploration uses encoding for the
traversed state space, and stores this compact, encoded representation only. Decision diagrams proved
to be an efficient form of symbolic storage, as applied reduction rules provide a compact representation
form. Another important advantage is that symbolic methods enable us to manipulate large set of states
efficiently.

A Multiple-valued Decision Diagram (MDD) is a directed acyclic graph, representing a function f
consisting of K variables: f : {0, 1, . . .}K → {0, 1}. An MDD has a node set containing two types
of nodes: non-terminal and two terminal nodes (0 and 1). The nodes are ordered into K + 1 levels. A
non-terminal node is labelled by a variable index 0 < k ≤ K, indicating which level the node belongs
to (which variable it represents), and has nk (the domain size of the variable, in binary case nk = 2)
edges pointing to nodes in level k − 1 (the i-th edge of node n is written as n[i]). A terminal node is
labelled by the variable index 0. Further information can be found in [2].

With the help of MDD based symbolic representation we are able to explore the state space of com-
plex systems. The first step of symbolic state space generation is to encode the possible states. Tradi-
tional approach encodes each state with a certain variable assignment of state variables (v1, v2 . . . vn),
and stores it in a decision diagram. To encode the possible state changes, we have to encode the tran-
sition relation, the so called next-state function. This can be done in a 2n level decision diagram with
variables: N = (v1, v2 . . . vn, v

′
1, v
′
2 . . . v

′
n), where the first n variables represent the “from”, and sec-

ond n variables the “to” states. The next-state function represents the possibly reachable states in one
step.

Usually the state space traversal builds the next-state relation using a breadth first search. The reach-
able set of states S from a given initial state s0 is the transitive closure (in other words: the fixed-point)
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of the next-state relation: S = N ∗(so). Saturation based state space exploration differs from traditional
methods as it combines symbolic methods with a special iteration strategy. This strategy is proved to
be very efficient for asynchronous systems modelled with Petri nets.

The saturation algorithm consists of the following steps:
• Decomposition: Petri nets can be decomposed into local submodels. The global state is the

composition of the components’ local states: sg = (s1, s2, . . . , sn), where n is the number of
components, and sn is the local state of the n-th component. This decomposition is the first step
of the saturation algorithm.
• Event localization: As the effects of the transitions are usually local to the component they

belong to, we can omit these events from other sub-models, which makes the state space traversal
more efficient. For each event e we set the border of its effect by the top (tope) and bottom (bote)
levels (submodels). Outside of this interval we omit the event e from the exploration.
• Special iteration strategy: Saturation iterates through the MDD nodes and generates the whole

state space representation using a node-to-node transitive closure. In this way saturation avoids
the peak size of the MDD to be much larger than the final size, which is a critical problem in
traditional approaches. Let B(k, p) represent the set of states represented by the MDD rooted at
node p, at level k. Saturation appliesN ∗ locally to the nodes from the bottom of the MDD to the
top. Let E be the set of events affecting the k-th level and below, so tope ≤ k. We call a node
p at level k saturated, iff node B(k, p) =

⋃
∀e∈E N ∗e (B(k, p)). The state space generation ends

when the node at the top level becomes saturated, so it represents the state space: S = N ∗(s0).
• Encoding of the next-state function: Saturation algorithm uses a disjunctive-conjunctive tran-

sition relation decomposition [3], where the global next state relation N is constructed as the
disjunction of the transition relations for all event: N =

⋃
∀eNe. Each transition relation Ne

is then constructed as the conjunction of sub-relations. Sub-relations are constructed model de-
pendently, as the chosen higher level model determines how they can be efficiently created. In
the case of ordinary Petri nets conjunctive representation can be based on Kronecker matrices
[2], however for scalability and flexibility reasons we employ symbolic representation of the
Next-state functions.
• Building the MDD representation of the state space: At first we build the MDD representing the

initial state. Then we start to saturate the nodes in the first level by trying to fire all e events
where tope = 1. After finishing the first level, we saturate all nodes at the second level by firing
all events, where tope = 2. If new nodes are created at the first level by the firing, they are also
saturated recursively. The procedure is continued at every level k for events, where tope = k.
When new nodes are created in a level below the current one, they are also recursively saturated.
If the root node at the top level is saturated, the algorithm terminates. Now the MDD represents
the whole state space with the next-state relation encoded in Kronecker matrices or symbolically
in MDD-s.
• State space representation as an MDD: A level of the MDD generated during saturation rep-

resents the local state space of a submodel. The possible states of the submodel constitute the
domain of the variables in the MDD. Each local state space is encoded in a variable.

Model checking [4] is an automatic technique for verifying finite state systems. Given a model
defined for example as a Petri net in our context, model checking decides whether the model fulfils the
specification. Formally: let M be a Kripke structure (i.e. state–transition graph). Let f be a formula of
temporal logic (i.e. the specification). The goal of model checking is to find all states s of M such that
M, s � f (“�” means “satisfies”).

State space generation serves as a prerequisite for the structural model checking: verifying temporal
properties needs the state space and transition relation representation. CTL (Computation Tree Logic)
is widely used to express temporal specifications of systems, as it has expressive syntax and there are
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efficient algorithms for its analysis. Operators occur in pairs in CTL: the path quantifier, either A
(on all paths) or E (there exists a path), is followed by the tense operator, one of X (next), F (future,
or finally), G (globally), and U (until). However we only need to implement 3 of the 8 possible
pairings due to the duality [4]: EX, EU, EG, and we can express the remaining with the help of
them in the following way: EFp ≡ E[true Up], AXp ≡ ¬EX¬p, AGp ≡ ¬EF¬p, AFp ≡ ¬EG¬p,
A[p U q] ≡ ¬E[¬q U (¬p ∧ ¬q)] ∧ ¬EG¬q.

The CTL model checking algorithm efficiently utilizes the data structures created previously, during
the state space exploration. As CTL operators express next-state relations and fixed point properties,
we have to efficiently express the inverse of the next-state function N−1. The semantics of the 3 CTL
operators:
• EX: i0 � EXp iff ∃i1 ∈ N (i0) s.t. i1 � p. This means that EX corresponds to the inverse N

function, applying one step backward through the next-state relation, formally: EX p = N−1(p)
• EG: i0 � EGp iff ∀n ≥ 0,∃in ∈ N (in−1) s.t. in � p so that there is a strongly connected compo-

nent containing states satisfying p. This computation needs a greatest fixed-point computation:
EGp = gfp Z[p ∧ EXZ]
• EU: i0 � E[p U q] iff ∃n ≥ 0, ∃i1 ∈ N (i0), . . . ,∃in ∈ N (in−1) s.t. in � q and im � p for allm <
n. Informally: we search for a state q reached through only states satisfying p. The computation
of this property needs a least fixed-point computation: E[p U q] = lfp Z[q ∨ (p ∧ EXZ)]

As it is easy to see, these operations and fixed-point calculations are based on the pre-image (inverse
Next-state) computation operator: N−1. The question comes naturally: can we replace backward
traversal based operators? The idea of forward state traversal symbolic model checking appeared to
replace backward state traversal.

In order to be able to do forward model checking, we have to convert the semantics of the backward
model checking [5]. If we examine a model with initial state s0, where exactly predicate p0 is true,
so that s0 � f can be rewritten: s0 � f ⇐⇒ p0 ∧ f 6= false ⇐⇒ p0 ∧ ¬f = false. The semantic
of forward and backward traversal model checking differs, like the expressible possible properties
[6]. Forward model checking is built on path expressions, which is contrary to the approach used by
backward structural model checking. The forward model checking approach builds a so-called path
set expression (PSE) and checks its validity in the model [7]. The basic elements of PSE-s are the
following (p and q are propositional formulas):
• [p] matches every one-step sequence, which satisfies p
• [p]∗[q] matches every finite sequence, which ends in a state satisfying q, and all states before

satisfies p. This is the forward traversal counterpart of the E[pUq] CTL operator.
• [p]ω matches every infinite sequence such that each state satisfies p. This is the forward traversal

counterpart of the EG p CTL operator.
• αβ matches to every sequence, such that the first finite part matches formula α, and after it the

(tail) sequence matches β
• α : β matches to every sequence, such that the first finite part matches formula α, then there is a

state, where both α and β is true, then the last (tail) sequence matches β
The main forward traversal evaluation procedures and their semantics are the following:
• fw([p][f ]): it computes the PSE [p][f ], the procedure computes N (p) ∧ f 6= false,
• fwU(p, q): it computes the PSE [p] : [q]∗, the procedure computes the forward least-fixed point

lfp Z[p ∨N (Z ∧ q)]
• fwG(init, p): it computes the PSE [init] : [p]ω, the procedure computes the forward greatest

fixed-pont gfp Z[p∧N (Z)]; to be able to compute this greatest fixed-point, we have to compute
the reachable states from init state satisfying p: lfp Z[init∨N (Z ∧ p)], which can be done with
the formerly defined procedure: fwU(init, p)
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III. Saturation based forward model checking

Our aim is to apply saturation in forward model checking, so we need saturation based fw, fwU and
fwG procedures. At the end of this section we show how CTL expressions are computable with these
forward traversal procedures.

For this reason, we employ the so-called constrained saturation algorithm [8], with small modifica-
tions. The traditional constrained saturation algorithm uses N−1l to explore the states, so it uses back-
ward state traversal. By changing the direction, and usingNl in the algorithm ConsSaturate(p, q) [8],
it will compute exactly the same states as procedure fwU(p, q). The main advantage of this approach
is that we can avoid the intersection operations which are applied in the traditional approaches at every
breadth-first step. So we have an algorithm to compute fwU(p, q). We have to be able to compute
fw([p][f ]) and fwG(p) too to be able to handle more CTL operators. fw([p][f ]) needs a Next-state
computation, which does not use saturation, it can be done with former approaches. The algorithm
computing fwG(init, p) starts with computing ConsSaturate(init, q), and then by standard breadth
first search it computes the greatest fixed-point gfp Z[p ∧N (Z)].
In the following the basic CTL expressions and their forward traversal based counterparts are:
• Forward EX evaluation: It can be changed to fw([p][f ]). So we can replace the outermost EX

evaluation with Next-state computation, fw([p][f ]) : p ∧ EXf 6= false⇐⇒ N (p) ∧ f 6= false
• Forward EU evaluation: It can be changed to fwU(p, q), so we can replace the outermost EU

evaluation as follows: p ∧ E[q U f ] 6= false⇐⇒ fwU(p, q) ∧ f 6= false
• Forward EG evaluation: Using the fwG operator, we can replace the outermost EG evaluation

as follows: p ∧ EG q 6= false⇐⇒ fwG(p, q) 6= false
This way many of the CTL expressions are convertible to model check in a forward manner. How-

ever, there are still some examples, which are not, according to the literature [6]. The theoretical
question is still open: which formulas are expressible with this logic [6].

IV. Conclusion

In this paper I have presented how forward traversal based CTL model checking can be done with the
help of the saturation algorithm. The main motivation of this work is to further improve the efficiency
of saturation by avoiding the full state space exploration which was necessary with former saturation
based model checking algorithms.

In the future we plan to implement these algorithms and we would like to further improve EG
computation, which seems to be the bottleneck of our approach.
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FOUR PARAMETER SINE WAVE ESTIMATION IN FREQUENCY
DOMAIN
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I. Introduction

Accurate characterization of analog-to-digital converters (ADC) is an important field of measurement
technology. A widely used method for characterizing ADC’s is the so called histogram test [1]. In
this method first the ADC is excited with a sine wave input, then the integral nonlinearity (INL) and
differential nonlinearity (DNL) can be identified from the number of samples in the code bins. Obvi-
ously, the parameters of the applied sine wave and the sampling frequency are important. The IEEE
standard for ADC testing [2] defines that sampling should be coherent and the number of periods has
to be relative prime to the number of samples, in order to achieve the most accurate results. However,
the satisfaction of these conditions can only be checked from the measured signal, since both the fre-
quency of the signal generator and of sampling have limited precision. With the increase of the number
of samples to obtain more precise measurement of the characteristics of the device under test, even a
small deviation from coherence in the sampling causes significant errors in the characterization with
false INL and DNL values, and also an increase in the time required to execute the least-squares four
parameter sine wave fit algorithm. In this paper an increased-speed algorithm is presented with the
capability to decide if the test signal is suitable to test the ADC or not. In some cases the coherence
condition can be assured with further preprocessing steps, this will also be studied.

1

II. Background

A. Histogram Test
In the histogram test the ADC is excited with a sine wave input. The form of the input is

x[k] = A1 sin(ωk + ϕ) + C =

A cos(ωk) +Bsin(ωk) + C, (1)

k = 1, 2, . . . N.

Where A1 =
√
A2 +B2 is the amplitude, ω is the angular frequency, C is the DC offset, and ϕ =

arctan(B,A) is the initial phase, and N is the number of samples. Let H[i] be the total number of
samples received in the code bin i, and

Hc[k] =
k∑
i=0

H[i]. (2)

If we know the parameters A1, and C (A, B, and C), then the nth transition level can be estimated as

T [n] = C − A1 cos(πHc[n− 1]/N). (3)

The kth code bin width is given by

W [k] = T [k + 1]− T [k], (4)

and the INL and DNL values can be estimated.
1This work is based on ”Verification of parameter settings in ADC test with sine fitting”, IMTC 2012 abstract
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Figure 1: Errors in the INL estimation when not coherently sampled sine wave is applied

B. Standards for choosing signal and sampling frequencies, record length and periods per record
The sine wave input is optimal if the sampling is coherent, so an integer number of periods are sampled,
and all the samples represent different phases. If the sampling frequency is fs, the number of samples
is N , then the signal frequency is optimal if

fx =
J

N
fs, (5)

where J is an integer relative prime to N , and fx is the signal frequency. Fig. 1 shows why it is
important to precisely meet the coherency condition. An ideal ADC was tested with one period of
a sine wave, the record length was N = 220 = 1048576. To have one period, the optimal signal
frequency would be fopt = fs/N , where fs is the sampling frequency. The applied signal frequency
was fx = 1.001fopt. As Fig. 1 shows, this difference causes significant errors in estimating the
transition levels and then in calculating the INL. The second condition ensures that every input sample
represents a different phase, with uniform phase distribution. For example, if both the number of
samples and number of periods can be divided by 2, then the first and the second half of the sequence
are exactly the same (apart from the noise), so the number of useful samples is half the number of total
samples.

III. FOUR-PARAMETER SINE WAVE ESTIMATION IN THE FREQUENCY DOMAIN

A. Implementation properties
The goal was to create an algorithm which can identify the parameters of the sine wave much faster
than the ordinary least squares method. The sine wave’s four parameter form is

x(k) = A cos(2πkf) +B sin(2πkf) + C. (6)

This form is very advantageous because it is linear in 3 parameters. Due to the nonlinearity in fre-
quency, an iterative numerical method is needed to find the minimum of the least squares cost function
as a solution in closed form is not available for nonlinear LS. The output of the ADC is windowed with
samples of the four-term Blackman-Harris window, which has side lobes under -91 dB. Then FFT is
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Table 1: ”RESULTS FOR ”REAL-LIKE” QUANTIZER”

Estimator
NoB Added noise

Added noise 0 [−q, q]

time
µ −3.09 · 10−8 7.22 · 10−8

σ 6.70 · 10−7 2.20 · 10−6

freq
µ −8.28 · 10−8 3.41 · 10−9

σ 7.58 · 10−7 2.37 · 10−6

performed, and the cost function is calculated in the frequency domain. After calculating the initial
values of the parameters, Gauss-Newton algorithm is used to find the minimum. Since the Blackman-
Harris window has small side lobes, the information in the frequency domain is compressed into a few
points. In the fitting algorithm we use 30 points to determine the parameters, independently from the
length of the time domain signal. The original, time domain algorithm uses every time domain sample
in the fit, so for large records the computational burden is high. In this frequency domain fit only the
evaluation speed of the FFT depends on N , so it is much faster thus it allows the use of large records.

B. Properties of the estimator

In this section the statistical properties of the estimator will be discussed. We assume that the noise in
the frequency domain is approximately normally distributed. This assumption is based on the Central
Limit theorem. The noise at the FFT output will be Gaussian independently from its original distri-
bution. The larger the number of samples, the previous approximation is truer. This means that the
weighted least squares estimation used is a maximum likelihood estimation, so it has a number of
advantageous properties:
• the estimator is asymptotically normally distributed,
• the estimator is asymptotically unbiased,
• the covariance matrix of the estimator asymptotically reaches the Cramer-Rao lower bound.

Due to the first property the estimators can be fully characterized with their mean value (µ) and standard
deviation (σ). In the next section the estimator is compared to the result of the ordinary least squares
method, described in the standard [2].

C. Comparing the algorithm to the original estimation

In the following tests the standard deviations and the mean values of the estimators were compared
between time domain and frequency domain to illustrate the quality of the frequency domain fit of the
Blackman-Harris weighted data. In these tests the amplitude, phase, offset and frequency were chosen
as random variables uniformly distributed in [0.5, 1], [0, 2π], [−0.5, 0.5], [4fs/N, 10fs/N ], respectively,
and the record length was N = 220. To simulate life-like circumstances, a quantizer based on real
nonlinear characteristics was created. The number of fraction bits was 10, the full scale range (FS) was
1 V, and the quantizer was bipolar so it worked between -1 V and 1 V, thus it had a sign bit. Fig. 2
shows the INL and DNL characteristics of the quantizer. First we tested with pure sine wave, then the
input was disturbed with uniformly distributed noise in [−q, q]. The results are shown in Table 1.

IV. Using the estimator to preprocess data

Two important conditions should be met to obtain the best results. These are coherent sampling and
the appropriate relation between the number of samples and the number of periods of the sine wave
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Figure 2: INL and DNL characteristics of the quantizer

applied. Both of the conditions can be met if the input signal’s frequency is chosen correctly. So
the frequency domain estimator is a feasible tool to check if the input sine wave is appropriate to test
the converter. The distribution of the phases depends on the deviation of the wave frequency from
coherence. In details, if

fx
fs

=
J

N
+ ∆ (7)

then none of the sampling points deviate from the ideal phase from more than 2π
4N

(where 2π
N

is the ideal
distance between two adjacent sampling points) if

|∆| ≤ 1

2JN
(8)

is true [3]. So we can check if the input sine wave meets the previous conditions or not, and warn the
user. Furthermore, in the case when the sampling is almost coherent, but we have a few additional
samples from the beginning of the next period, we can calculate how many samples should be thrown
away to reach the best results. If a few samples are missing from the end of the whole last period, we
can either throw away the whole period or suggest new sampling.

V. Conclusion

The main advantage of the estimator that it can determine in no time (compared to the original least
squares) if the measured signal is applicable to characterize an ADC properly, and in some special
cases it can modify the input to ensure better results.
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FINITE-DIFFERENCE SIMULATION OF ACOUSTIC WAVE
PROPAGATION IN ENCLOSURES

Róbert GALAMBOS
Advisors: László SUJBERT, Balázs BANK

I. Introduction

There are various cases where the acoustic behavior of an enclosure must be calculated. Such a problem
is the placement of loudspeakers in a given space to achieve the best sound experience. The ray tracing
is a well known numerical technique but mostly suitable for high frequency analysis where geometric
approximations can be applied [1]. For very low frequencies and small enclosures, modal approach
based on modal profiles calculated in the frequency domain, by finite-element method is appropriate
in many cases [2]. In the middle-frequency range, where the wave behavior is still dominant, and
large number of modes are important, the simulation of the acoustic space is hard to treat. With the
increasing calculation capacity of the computers the time-domain approaches seem to be appropriate
for solving the problem.

This paper demonstrates the simulation of small spaces with different geometries and wall behaviors,
by the finite-difference time-domain (FDTD) method [2, 3, 4]. It can be utilized for speaker config-
uration relevant compensation filter design, and for simulation of various multirate signal processing
applications.

II. The FDTD Simulation Method

The finite-difference time-domain method utilizes two coupled first-order differential equations. It is a
finite-difference approximation of the time and space derivatives of the wave equation [5, 6].

The first equation of the two coupled differential equations is the linear force equation, that is valid
for acoustic process with small amplitude where the pressure p and the particle velocity u are related
in the following way:

∇p = −ρ0
∂u

∂t
(1)

where ρ0 is the density of the transmission medium in kg/m3.
The second equation of the two coupled differential equations is the linear continuity equation:

∇ · u = − 1

c2ρ0

∂p

∂t
(2)

where c is the wave propagation speed in the medium in m/s.
The most common discretisation is carried out on a rectangular grid where pressure and particle

velocity are the unknown quantities. The grid is basically a double grid where the pressure points
are equidistantly sampled in all the three directions, and between each two pressure points there is a
velocity point in the middle. The boundaries are velocity points. This is displayed in Figure 1.

This means that pressure points are sampled at every (x; y; z) where x = δx ·h; y = δy ·h; z = δz ·h
and the time is sampled at t = δt · k where h ∈ Z and k ∈ Z. (1) and (2) can be sampled in time and
space using the sample rate 1/k Hz and 1/hm−1.

From (1) the velocity can be determined at the following positions (upper index shows only the
relevant direction):
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Figure 1: One slice of the grid system. X - marks the velocity and O - marks the pressure points
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This is computed at the time t+ δt
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, and the velocity can be determined as follows:
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From (2) the acoustic pressure can be calculated as follows:

p (x, y, z, t+ δt) =p (x, y, z, t)− c2ρ0k

h

[
ux
(
x+

δx

2
, y, z, t+

δt

2

)
− ux

(
x− δx

2
, y, z, t+

δt

2

)]
− c2ρ0k

h

[
uy
(
x, y +

δy

2
, z, t+

δt

2

)
− uy

(
x, y − δy

2
, z, t+

δt

2

)]
− c2ρ0k

h

[
uz
(
x, y, z +

δz

2
, t+

δt

2

)
− uz

(
x, y, z − δz

2
, t+

δt

2

)]
(5)

There are several boundary conditions applicable for affecting the wave propagation in the simulation
model.

A. Ideal wall simulation
Acoustic behavior of enclosures can be modeled by assuming ideally reflecting (lossless) walls. The
initial value of the velocity grid is zero and it remains zero during the simulation. Therefore these grid
points are overwritten with zero after the calculation of the velocity points.

B. Real wall simulation
Real walls are not lossless, and the simulations’ accuracy can be improved by taking into account that
the wall itself has an impedance that determines the absorption and the reflection of the wall.

Starting from (2) we take only one direction, the other directions can be derived from this:
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where the wall is located at the
(
x+ δx

2
, y, z

)
coordinates. This means that we do not have any pressure

information in the wall, therefore we can not use the p (x, y, z, t). To calculate the derivative we can
use an asymmetric finite-difference approximation:

p (x+ δx, y, z, t)− p (x, y, z, t) ≈ 2

[
p (x+ δx, y, z, t)− p
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(7)

but we have no pressure grid point at the
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2
, y, z

)
coordinates. It can be calculated in the following

way [2]:

p

(
x+

δx

2
, y, z, t

)
= Zux

(
x+

δx

2
, y, z, t

)
(8)

where Z is the impedance of the wall. Another approximation must be applied to get the
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There we use interpolation in the time domain as follows:
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Applying these approximations on (6) we get the following formula [2, 4]:
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To simplify the simulation model only the real part of the wall impedance is used. The impedance can
be calculated from the absorption coefficient of the wall as follows [2]:

Z = ρ0c
1 +
√
1− α

1−
√
1− α

(11)

where α is the absorption coefficient. The advantage of the above mentioned approximation is that only
the nearest pressure points and the wall impedance is required to calculate the new velocities from the
old values.

C. Stability
Because time and space equations are not independent from each other, choosing wrong sampling
frequency can make the simulation unstable. To ensure the stability of the simulation (5) and (4) must
satisfy the following [2, 3, 4, 7]:

c · δt ≤ 1√
1
δx2

+ 1
δy2

+ 1
δz2

(12)

As (12) estimates the maximum time step allowed from system stability point of view, it can be used
to maximize the computational efficiency.

III. Implementation

The simulation was implemented in MATLAB. The system has been modeled using 4 rectangular
grids. One for the pressure that has m × n × p size, and one for each velocity direction with size
increased by one in the given direction (eg. for x direction (m+ 1)×n× p). As the pressure has been
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calculated at a certain time instant, the velocity can be calculated separately for all directions. It can
be done because of the orthogonality. This results in a simple grid addressing, and matrix handling in
the implementation.

The room can be defined with a 3D matrix, where each cell represents a pressure point. If a cell
has a value of 0 the pressure point is handled as space, and if the cell has another value, the value will
be considered to be the Z impedance of the wall, and reflection is calculated according to the wall
impedance. This gives us the possibility to define a room with different wall behaviors. Figure 2 shows
a small rectangular room slice from the top with a pillar in it. The sound source was placed near the
upper right corner. The waves reflected from the walls and the pillar can clearly be seen in the figure.
Behind the pillar the wavefront closes due to diffraction of the wave.

Figure 2: Pressure propagation in the simulation space (the pillar is displayed as a black rectangle)

IV. Conclusion

The presented simulation method is well suitable for low and middle frequency simulations with decent
grid size. With higher grid resolution (for high frequency simulation) or bigger simulation space the
computation complexity increases, making the method slow.

It is planned in the near future to add open space simulation to the implementation [7]. This will
allow to simulate open and semi-open space, like the effect of an open door or window.

The MATLAB implementation is freely available at http://mit.bme.hu/˜galambos.
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THE INTELLIGENT GREENHOUSE (SUMMARY OF PHD  WORK 

IN 2011) 

Peter EREDICS 

Advisor: Tadeusz P. DOBROWIECKI 

I. The intelligent greenhouse concept 

My research area is the physically embedded intelligent information systems, with emphasis on the 

usage of AI methods in the field of greenhouse control systems. The goal of the research is to create 

an intelligent greenhouse control system being able to overcome all limitations of the current control 

solutions to end up with lower operation cost and higher owner complacency. 

The concept of the intelligent greenhouse is based on three major differences compared to 

traditional solutions. The first difference is the application of goals instead of control parameters. 

While traditional control requires the owner to select temperature levels for all possible actuator 

actions (e.g. “open the windows if the temperature is higher than 23 degrees”), the intelligent control 

should work on goals specified by the owner (e.g. “the plants feel comfortable in the temperature 

range between 10 and 25 degrees”). This is a much more natural way of setting specification which 

handles the greenhouse owner as a plant-expert instead of assuming him to be a control-expert. 

The second difference is the application of predictive modeling. This way control actions can take 

place in advance to avoid unwanted future situations. Traditional control solutions are reactive, i.e. 

the traditional control waits until the given temperature limit is reached, and takes actions only after a 

parameter is out of the desired range. If it is possible for the intelligent control to predict future state 

of the greenhouse, the control actions can be done in advance resulting in higher control 

performance. 

The last difference is the way intelligent control handles the actuators. In a traditional control 

system all actuators are directly controlled via their control parameters, resulting in a fully 

unsynchronized control. The missing synchronization can result in suboptimal decisions (e.g. active 

heating along with open windows), or in the worst case can cause oscillations. Intelligent control 

system can apply AI planning methods to generate several potential joint plans for all the actuators. 

This way the synchronization is ensured by the planning method itself. Plans can be evaluated based 

on the goals set by the owner, and the most goal conforming plan will be executed as best suiting the 

needs of the plants. 

A Previous results 

In the previous years I have developed a measurement and traditional control system for a real 

industrial greenhouse near Szombathely. The measurement system records temperature 

measurements with high spatial resolution from all 18 desks of the house and other strategically 

selected locations in and around the greenhouse. Along with the local measurements regional 

temperature data and freely available weather forecasts are also collected (see [1] for more). 

The recorded thermal data served as a basis for the development of a thermal greenhouse model. 

This model is aimed to create temperature predictions, essential to the second innovation of the 

intelligent greenhouse described above. The first attempts to model the greenhouse with one 

monolith model failed, as the complexity of the system (the number of inputs and prediction outputs) 

were too high. Some components of the system could be easily separated and realized independently 

(such as the external local temperature prediction module – more in [2]), but most of the components 

were strongly related to the greenhouse. 

In order to create a suitable thermal model of the greenhouse the model had to be decomposed. 

With the separation of the quasi-independent components of the system I have proposed modular 
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model decomposition into 6 modules, see [3]. Some of these modules were easy to implement, such 

as the heating system modeled with a mixture of experts approach with two neural networks for the 

warming and cooling state of the house (see [4]), while other attempts failed. The main reason of 

failures was the small number of training samples available. Although the measurement system 

collected a lot of measurements, the quality of this data, and the length of the training time series 

samples were not satisfactory.  

B Cleaning the measurement data 

The large spatial resolution of the measurement system of the greenhouse resulted in a degraded 

reliability of the collected data records as the large number of sensors led to many instrumentation 

errors. The modeling methods working with measurement data require full records with reliable data 

from all the measurement locations. If all partially missing or partially faulty measurement records 

were dropped, the number of the available records would be very low, and the continuous time series 

segments would be very short. In order to repair the measurement data the data cleaning system 

outlined in Fig. 1 was developed. The data cleaning system has two kinds of inputs: the 

measurements recorded locally by the data acquisition system of the greenhouse, and the 

measurements and forecasts available from the internet. Both have a dedicated data cleaning 

application for identifying missing or invalid input records and to restore them if possible.  

Data recorded in the greenhouse can contain several kinds of errors: in case of a known 

malfunctioning sensor the measurement system enters an error code in place of the measurements. In 

case of temporary sensor defects the recorded value can be out of range, or can be distorted with a 

large noise component. Error codes and out of range measurements can be easily identified while 

detecting measurement noise needs a more sophisticated method based on the knowledge of previous 

recordings. The simplest way of data reparation is copying previous records. This can be applied for 

any values but only in case of missing sequences of limited length. 

 

Figure 1: Structure of the data cleaning system 
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If the missing sequence is longer than a few steps (in case of the implemented system the data are 

collected every 5 minutes), the copy method fails. In this case a regression method can be applied 

using the last known measured value and optionally some other recorded values (typically radiation 

values). This regression method is also useful in case of missing online forecast data. If the internet 

connection is down the missing online prediction can be reproduced based on actual local 

measurements, available local forecast and radiation values. 

Measurements from the desks inside the greenhouse are special, as recordings of the different 

desks are closely related to each other. This correlation can be used during the data reparation 

process, as missing desk measurements can be approximated by the spatial interpolation of known 

values from other desks around. Details of the data cleaning system were published in [5]. 

C Detecting anomalies 

The data cleaning system was later extended with an additional module responsible for anomaly 

detection. The goal of anomaly detection is to identify unreliable sequences of the recorded data. 

Such sequences can be generated by the operation of the data cleaning system, or by a rapidly 

changing weather outside. Such fragments of the recorded data should be excluded from modeling in 

order to increase its performance and accuracy. The first step of anomaly detection was the extension 

of the recorded data vector with a large number of calculated attributes. These attributes were 

calculated as all possible reasonable differences between the various elements of the data vector. The 

second step is to create a system model based on a number of extended data vectors. This system 

model was represented by storing the mean value and the standard deviation for each attribute 

separately. The last step is the detection itself, when the new measurement vectors (after being 

extended) were compared to the system model: large deviations from the model were scored with a 

high anomaly score, and such records were labeled suspicious. 

The anomaly detection method was tested on 10000 records collected in 2008. The method 

identified several real anomalies (data repaired poorly by the data cleaning system and also some rare 

weather phenomena), but it has to be noticed that the false alarm rate was also significant with the 

parameter setting used for testing. Results of the anomaly detection were published in [6]. 

D Thermal modeling of the greenhouse 

With the repaired data vectors available a global greenhouse model was developed in cooperation 

with Kristóf Gáti. The aim of the model was to predict important temperature values for the inside 

zones of the greenhouse for 5-20 minutes ahead. We used CMAC (Cerebellar Model Articulation 

Controller) for the adaptive modeling with 5 dimensional inputs, and near 130000 data samples. The 

data was split into an 80000 samples long training section, and a 50000 long validation section. The 

results of the one step predictions can be seen in Fig. 2. The method yielded high error in case of the 

heating pipe temperature, but this is no surprise, as the pipe temperature is heavily determined by the 

heating control signal. The results were also poor in case of the external temperature prediction, but 

this has also secondary importance, as external forecasts are already available. The internal zone 

predictions have 0.5-1.6 degrees average absolute error, slowly rising with increasing prediction 

length (up to 0.8-1.8 degrees in case of the 4 steps prediction, i.e. 20 minutes time span). The results 

of the CMAC experiments were published in [7], however the precision of the predictions were not 

too high. 

Following the CMAC experiments I started to experiment with other neural architectures in order 

to create more reliable predictions for the greenhouse. The goal was to create a simple MLP neural 

model for the temperature prediction of the most important zone of the greenhouse, namely the under 

shading screen temperature. These experiments failed so far as a very simple constant predictor 

(using the actual value of the selected parameter as the future prediction) was able to beat the neural 

model in all cases for a 5-30 minutes prediction. Later I switched to the zone above the shading 

screen, because it appeared to have less disturbing inter-zone relationships, but the results are still not 

yet acceptable, thus future work is needed. 

52



 

Figure 2: One step prediction for the temperature signals (predicted = black; actual = gray). 

II. Other projects 

Last year I have notable contribution to two projects at the department. The first project called 

Humeda was aimed to develop a decision support system for emergency physicians and emergency 

departments. The doctors were provided with a user interface to select the symptoms of the patient 

and the results of the examinations, and the system had to be able to list the possible diagnoses 

ordered by their relevance. My contribution to the project was the development and implementation 

of the inference engine approximating the human decision methods after several consultations with 

medical specialists.  

The second project called MI Elektronikus Almanach was aimed to develop a publically available 

knowledge base of artificial intelligence topics in Hungarian. My main participation in the project 

was the development of a competition framework based on Jason, an interpreter of the AgentSpeak 

language. I created a virtual environment in Java, simulating a world with two agent teams 

competing. The goal of the agents in the game is to collect the food randomly falling to the ground. 

This game was successfully used as an optional homework in the education of the subject Artificial 

Intelligence for the 3rd grader BSc students on information technology. I also contributed the project 

with creating animated demonstrations for several informed and uninformed search algorithms. 
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DETECTION OF COMPLEX ACTIVITIES USING AAL ORIENTED 

SENSOR NETWORK 

Péter GYÖRKE 
Advisor: Béla PATAKI 

I. Introduction 

The concept, Ambient Assisted Living (AAL) aims to utilize the recent technological achievements. 

These made possible to create systems, which can enhance the quality of living, without requiring 

any direct interaction between the system and the person. Our research aims to create methods and a 

system, which monitors an elderly person in order to observe his or her daily activities [1][2]. A 

short-term observation can prevent or detect accidents; a long-term observation can detect the first 

signs of dementia or other disorders. To specify the exact aims of the activity detector, the following 

activities are detected in the current version: 

• Entering or leaving the apartment 

• Sleeping or resting 

• Using the toilet or bathroom 

• Dining 

• Dangerous situations (Not moving for a long time, heater left on, fridge left open) 

 

This paper presents an initial method for detecting activities and based on that experiences we show 

some future development ideas. 

II. Description of the system 

Our test environment/laboratory contains motion, contact, load cell (strain gauge) and electric 

consumption sensors. The contact sensors are used to monitor the state of doors and windows, like 

the apartment door, or the fridge door. The load sensors are monitoring some furniture, like the 

kitchen chair and the bed (their outputs are binary). Most of the sensors are “off-the-shelf” products, 

communicating over a wireless network. The coordinator of the network is a PC, with Linux 

operational system. The signals of the sensors are transferred to a system bus, called the DBUS, 

which is designed for inter-process communications. The transfer to the DBUS made by device 

manager software which is specialized to these sensors. If we would like to introduce a new type (or 

a brand new) sensor, we have to implement an additional device manager to the new sensors, but 

modification of the other parts of the system is not necessary. This is possible due to the well-defined 

signal structure on the bus. 

 

      
Figure 1: The layered design of the system (DM=Device manager) 
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The activity detector software is attached to the DBUS and it is subscribed to the relevant sensor 

interfaces, when a signal on DBUS is sent, a callback function will be activated.   

III. Principle of the activity detection 

 

To describe the events we specified an event (e.g. the breakfast) descriptor, looks like: 

 
 Start event Required 

sequential 

event(s)  

Required not 

ordered event(s) 

Likely 

event(s) 

Unlikely 

event(s) 

Final 

event 

Event name(s) Entering 

kitchen 

- [Using heater, using 

fridge, using chair] 

- - Leaving 

kitchen 

Earliest start time  6:00 AM - - - - - 

Latest start time 10:00 AM - - - - - 

Min. duration 

[minute] 

- - [5,1,5] - - - 

Max. Duration 

[minute] 

- - [20,5,30] - - - 

Table 1: The activity descriptor of breakfast 

For each activity we have to define the descriptor shown above. For the detection, we used a Finite 

State Machine (FSM), but it is extended with uncertain states. Uncertain states have a number of sub-

states, each sub-state has a probability, these probabilities sum up to 1. When the system enters an 

uncertain state, one of the sub-states becomes active; the selection of the sub-state is based on its 

prior probability. Further sensor events can influence the sub-states probability values, therefore they 

can change the active sub-state. We can influence the probabilities with the elapsed time in the sub-

state or with the time of the day as well. The update of the sub-state probabilities uses the following 

Bayesian method that can be shown most easily by an example. Assume that, when the patient is on 

the bed, there are 3 possible activities: resting (RT), reading (RD) or sleeping (S) and we have 2 

sensors: a motion (M) sensor pointed to the bed and an electric consumption meter, so we can tell 

when the reading lamp (L) is on. For example the updated probability value of the sleeping 

(P(S|M,L)) sub-state can determined with the following formula: 
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 (1) 

 

where the P(S) is the prior probability of the sleeping sub-state, and the measurement was moving 

and lamp on (M,L). In the nominator the prior probability of the sub-state is multiplied with the 

conditional probability of the measurement. The denominator only contains the normalization, to 

ensure: 

 ���� + ����� + ����� = 1 (2) 

 

The conditional probabilities of the measurements can be determined with statistical methods, or if 

we are lack of samples we fill the conditional probability table (CPT) based on earlier experiences. 

With this simplification the resulted values are not probabilities, rather scores. For example:  

 

 Moving ~Moving 

Sleeping P(M|S)=0.1 P(~M|S)=0.9 

~Sleeping P(M|~S)=0.7 P(~M|~S)=0.3 

Table 2: An example of CPT for binary case 

In more complex instances the CPT can be very large; to avoid filling all values we made another 

simplification in the activity detector software. By the configuration of the software, the expert user 
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only has to give that the specific sensor event increases or decreases the score of a sub-state. If we 

have more sensors of the same type, we can assign weight values for the sensors. From these inputs, 

the CPT can be generated automatically, after that we can still modify particular values, if it is 

necessary.  

As we mentioned earlier the score of a sub-state is influenced by time too. We achieved this by 

adding time as a virtual sensor, so there is a time related score in the CPT’s. This score is a function 

of the elapsed time in the actual active sub-state and time-of-the-day, this two parts are calculated 

separately. To get the aggregated time related score, these two values are multiplied. For the 

calculation of each score, we composed two logistic functions (Fig. 2.), so the time related score is 

calculated from 4 logistic curves. There are 5 time related parameters for each sub-state: 

• Earliest start time (center of the 1st curve) 

• Latest start time (center of the 2nd curve) 

• Minimal duration (center of the 3rd curve) 

• Maximal duration (center of the 4th curve) 

• Steepness of the logistic curve (usually constant for all sub-states) 

 

It is possible to make time independent sub-states probabilities, e.g. bathroom usage can happen any 

time in a day. 

 
Figure 2: The logistic functions for the calculation of the time-of-the-day related score 

Another extension is that we can add conditions for state transitions, a transition can only fire, when 

a particular state was active. This is useful when there is a precondition for an activity. The FSM can 

model these preconditions without conditional state transitions, but it needs more states, and the 

complexity of the FSM should be limited, because a human expert has to handle it. 

The output of the activity detector is a DBUS signal for each activity we would like to detect. We 

can send event signals and activity signals, the difference between them is that the activity signal 

contains a duration parameter, the event signals are related to momentary events. We can attach an 

event signal sending method to every state transition, or an activity signal sending method to every 

state leaving event, where we can send the elapsed time in the state. 
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Figure 3: The screenshot of the activity detector 

IV. Conclusion and Further Work 

This system was successfully tested in our laboratory, and it can detect activities we mentioned 

above. We used a 10 minutes long test scenario to validate the activity detector’s proper operation. A 

test patient is entered the apartment, then started activities like sleeping, using the bathroom and 

having breakfast. We implemented three alert events: the system is alerted the patient when the 

fridge door is left open and an alert was sent to the observers when the patient was in the bed, but no 

movement happened for a given time. At the end of the test, the patient left the apartment, and an 

SMS alert was sent to the observers.  

The main drawback of the FSM model is that, the number of states can explode, when we would 

like to detect parallel activities or asynchronous events. A second version of the activity detector is 

being developed and analyzed. It models the activities in the apartment as probability processes. The 

outputs of the processes are connected to an evaluation module, which output is the probability of the 

current activity. 
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BASICS OF BEST LINEAR APPROXIMATION 

Péter Zoltán CSURCSIA 

Advisors: István KOLLÁR and Johan SCHOUKENS 

I. Introduction 

The aim of this paper to present one of the possible ways to handle static, weakly nonlinear time 

invariant systems using a simple method called best linear approximation (BLA), as an extension of 

least squares estimation.  

II. Weak nonlinearities 

To get a basic definition of linearity refer to linear time invariant (LTI) systems. A system is linear if 

it satisfies the principle of superposition. If the input is denoted by u and output is denoted by y then 

superposition means: 

 𝑦 = 𝑓  𝑎 + 𝑏 𝑢 = 𝑎𝑓 𝑢 + 𝑏𝑓 𝑢 =  𝑎 + 𝑏 𝑓(𝑢) (1) 

If the system does not satisfy the assumptions above, the behavior of the observed system is 

nonlinear. Let us define furthermore a weakly nonlinear system as a nonlinear whose nonlinear part 

can be represented by following equation: 

 𝑦 = c𝑢𝑛 ,   where n ≤ 3 and c is a constant (2) 

Furthermore, a static nonlinear (STNL) system differs from an LTI system in that an STNL system 

transfers energy from one (excited) frequency to other (excited or non-excited) frequencies, which is 

not true in the case of LTI systems.  

III.  Estimation of weakly nonlinear systems with Best Linear Approximation 

The BLA of a nonlinear system minimizes the mean square error between the true output of 

nonlinear system and the output of the linear model (represented by the impulse response function 

g(t)). For instance this definition is in time domain: 

 min{ 𝑦  𝑡 − 𝑔 𝑡 ∗ 𝑢  𝑡  𝐹
2 } (4) 

where * is the convolution product [5], and 𝑦 (𝑡) = 𝑦(𝑡) − 𝔼{𝑦 𝑡 }, 𝑢 (𝑡) = 𝑢(𝑡) − 𝔼{𝑢 𝑡 }, for 

further details, see Section III.B. 

A Theoretical structure and the basic assumptions 

In Fig. 1 the theoretical structure of BLA is considered with the following components [7]: 

GLinear represents the true underlying linear system if it exists (otherwise it is zero). Its response is 

independent of the power spectrum of the excitation signal (because of the linearity).  

GBias denotes the systematic nonlinear contribution whose spectrum is smooth [3][6][7]. Its value 

is fixed in the same excitation set.  

Thus GBLA (as an addition of GLinear and GBias) has also smooth frequency response function (FRF) 

[5], which will be the same for the same excitation [3].  
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Figure 1: The theoretical structure of the Best Linear Approximation 

GS is modeled as a „half-stochastic‟ nonlinear noise generator. The mathematic definition of GS is 

the difference between the estimated (modeled) and the true underlying system. In this sense half-

stochastic means that its behavior is partly fixed and partly random. It is deterministic because for the 

same excitation set (e.g. for the same multisine excitation [5][7]) its value is fixed. It is stochastic 

because different parameter values belong to different excitation set. GS has the following properties: 

 it has circular complex normal distribution with zero mean (stochastic part of GS) 

 same smooth power spectrum for all excitations in the same set (deterministic part of GS), 

 even and odd nonlinearities can be contributed 

In other words, GBias delegates the nonlinear part what we can model with this paradigm (see also 

Section IV.) and GS represents the (non)linear error.  

The properties of the nonlinear parts GBias and GS are depending on:  

 energy level of each excited frequency,  

 the probability density function (pdf) of the input excitation, see Fig 2.a., 

 in general: even and odd nonlinear distortions of the observed system, see Section III.C., 

 type of the disturbing noise and its impact point [5] 

Noise nt represents the „regular‟ noise (observation error) at the system output. In this article it is 

assumed that nt has zero mean normal distribution with variance 𝜎2, i.e. 𝑛𝑡 ∼ 𝒩(0, 𝜎2). 

Thus, assuming that there is no measurement or round-off error, the steady state frequency transfer 

function is: 

 G BLA  jω = GBias  jω + GLinear  jω + GS jω = GBLA  jω + GS jω  (5) 

With the „noise transfer function‟ GN for the whole observed system the transfer function is: 

 G obs  jω = G BLA  jω + GN jω  (6) 

B Importance of removing the mean values and cascading blocks  

In case of BLA the DC (or more general the mean) values of the input and output signals must be 

removed. This is the best linearization (in rms sense) around the operating point, so this is one of the 

important differences between the regular LS and the BLA. Figure 2.b. shows an example for the 

simulated, noiseless STNL system of characteristic y(t)=u(t)
2
 with uniformly distributed input 

between 1 and 2. With the mean values  𝑦 , 𝑢  the estimated least squares regression line (LSR) and 

BLA outputs are (consider in Eq. 8. that the original input mean is removed from the input, but the 

original output mean is added to output value): 

 𝑦 LSR ,t = 𝑢𝑡g LSR  
= 𝑢𝑡

𝐘T𝐔

𝐔T𝐔
 (7) 

  𝑦 BLA ,t = 𝑢 𝑡g BLA  
=  𝑢𝑡 − 𝑢  

 𝐘− 𝐞1,𝐞2,…,𝐞N  𝑦  
T
 𝐔− 𝐞1,𝐞2,…,𝐞N  𝑢  

 𝐔− 𝐞1,𝐞2,…,𝐞N  𝑢  
T
 𝐔− 𝐞1,𝐞2,…,𝐞N  𝑢  

+ 𝑦  (8) 

The BLA of the cascade of two nonlinear systems is not equal to the cascade of BLAs of each 

nonlinear system separately. An example is shown in Fig. 2.c and in Fig. 2.d. 
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 a)        b)      c)      d) 

Figure 2: a) Estimation of atan function between –π and π with different pdf (uniform, normal, 

sinusoid) of input signal. b) Estimation of y(t)=u(t)
2
 with LA and with BLA. c) and d) Estimates of 

y=(u(t)
2
)
2
 with BLA as cascaded y=u(t)

2
 two blocks and one y=(u(t)

2
)
2
 block. 

IV. Effect of Gaussian excitation and noise 

In this Section the effect of Gaussian-like signals is studied. For Gaussian noise (and for every kind 

of odd random phase multisine [7], see it later on) excitations, the BLA of static nonlinearity is static 

and independent of the coloring of the power spectrum and the nonlinear GBias term is independent 

on even nonlinearities. 

However, the BLA of a static nonlinearity is dynamic for non-white, non-normally distributed 

inputs. In both (Gaussian and non-Gaussian) cases the variance of the BLA measurement depends on 

the coloring of the power spectrum. Filtered white non-Gaussian noise behaves asymptotically (as 

the length of the impulse response of the filter tends to infinity) as Gaussian one.  

If the length of the random phase multisine is sufficiently large [7], then the systematic nonlinear 

contribution GBias does not depend on harmonics of the spectrum, as long as the equivalent power 

frequency band remains the same. However, the stochastic nonlinear noise part of the BLA GS 

strongly depends on the harmonic content in all cases.  

V. The Effects of two dimensional averaging  

In this article it is assumed that the observed system is static, weakly nonlinear disturbed only at the 

output with Gaussian noise, and the excitation signals are Gaussian-like [2][7].It is very important 

that GBLA, GS and GN satisfy the assumptions given in the Section III. 

In order to estimate the whole observed system G obs  jω  it will be needed to average over p 

periods (belonging to the same excitation set) and over the m different realizations (with different 

excitation set), please see Fig. 3. For the observed system with the notations above, in frequency 

domain: 

 G obs

 m [p] jω =
Y obs

 m  [p ]
 jω 

Uexc
 m  

 jω 
= GBLA  jω + GS

[m] jω + GN
 m [p] jω  (8) 

First, let us average over the p periods in the same excitation set with leaving the transient term. If 

p is sufficiently large then the expected value of the observed system (originated from the law of 

large numbers [4] and the distribution of nt): 

 𝔼  G obs
 m  jω  =

1

p
 Gobs

 m ,i jω =
p
i=1

1

p
  GBLA  jω + GS

 m  jω + GN
 m ,i jω  =   

p
i=1  (9) 

= GBLA  jω + GS
[m] jω + 0 = GBLA  jω + GS

[m] jω  

and so the variance (for further details see [7]): 

 Var G obs
 m  jω  =  

 Gobs
 m  ,i jω −G obs

 m  
 jω  

2

p(p−1)

p
i=1  (10) 

Second, let us average over the m different realization. If m is sufficiently large, then:  
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 𝔼 G obs  jω  =
1

m
  G BLA  jω + GS

j  jω  =m
j=1 G BLA  jω + 0 = G BLA  jω  (11) 

and thus the variance is: 

 Var G obs  jω  =  
 G obs

j
 jω −G obs  jω  

2

m(m−1)
= Var GN jω  +m

j=1  Var GS jω   (12) 

where the variances of the regular and nonlinear noise are (originated from the distribution 

properties): 

 Var GN jω  =
Var (GN

 m   p 
 jω )

pm
  and Var GS jω  =

Var (GS
 m  

)

m
 (13) 

This means that the influence of the noise and non-linear contribution can be decreased with this 

special two dimensional averaging, as a final result the G obs  jω  (BLA estimator) will be provided. 

In [7] it has been shown that the above statements are only true with the condition and assumptions 

declared in Section III, when the number of periods is greater or equal than two (p≥2) and the 

different realizations are more than six (m>6). 

 

Figure 3: Evaluation of G obs  jω  with help of two dimensional averaging 

VI. Summary 

The proposed Best Linear Approximation Estimator is very useful for weakly static nonlinearities 

because it is originated from linear theorem of plant modeling. It is simple to use without advanced 

knowledge in statistics and good fitting possible for several kinds of non-linear systems (e.g. Wiener-

Hammerstein systems [6]). 

However, its usability is guaranteed for this special class of nonlinearities only. Furthermore, when 

the excitation set is not Gaussian-like, then G obs  jω  can be more complicated and dynamical. 
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LOCATING CLAVICLES ON CHEST RADIOGRAPHS

Áron HORVÁTH
Advisor: Gábor HORVÁTH

I. Introduction

The analysis of chest radiographs usually starts with the enhancement of image visibility. Bone sup-
pression is an emerging area in this field [1]. Without bone segmentation only poor results can be
achieved [2]. In this paper a robust solution is presented for clavicle segmentation.

II. Algorithm description

The segmentation procedure starts with the placement of clavicle templates on the image relative to the
lung (see the second image of Figure 2). These shapes are first forced to fit into the range of plausible
clavicles and then forced to fit to the image. These steps are then repeated for a fixed number of
iterations, as it can be seen in Figure 1. The final result is selected from the outcome of the iterations.

It can be observed on the images of Figure 2 that there are numerous shapes that did not converge to
real clavicles. This is due to the high dependency of convergence on the starting position. A unique
position which would guarantee the convergence on every image could not be found, therefore it is
required to use several shapes simultaneously.

Figure 1: Flowchart of the algorithm

Finding proper initial positions is crucial to reach high accuracy. From a main template, which de-
pends on the size and position of the lung, copies were created by translation and rotation. The goal
was to find the translation and rotation parameters which provide the best coverage of the plausible
clavicle locations. The parameter space was sampled uniformly, and those points which could be
substituted by another point were sorted out. A point can be substituted if there exists another configu-
ration which performs almost as good on each individual image but reaches a higher result on average.
This reduction step yielded ten starting positions for a set of 332 clavicles.

To encode the shapes a Point Distribution Model was used. Ten dimensions proved to be enough
to model the variations of the 332 training clavicles including translation, rotation and scaling. To
regularize a shape, it is enough to fit it to this model, constrain the shape parameters and map back to
the space of point enumerations.

Fitting to the image was realized by custom-made active contour algorithm based on dynamic pro-
gramming. The algorithm produces robust results as it finds the optimal solution of fitting a curve to
the image. To improve robustness further the method exploits the fact that the two curves bordering
the clavicle are quasi parallel.

Another key point of the algorithm is the selection of the best-fitting shape out of multiple results at
the end of the procedure. For this purpose three different approaches were evaluated. The first method
selects the curve that fits the best to the image. The second approach assumes that the majority of the
curves will converge towards the real clavicle, thus it selects the one that overlaps with the most of
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Figure 2: Steps of the algorithm. Top row from left to right: Original image, Templates, After first
fitting; Bottom row from left to right: Second fitting, Final fitting, Result

Table 1: Results. Training set / Test set
best fit most overlapped multistage

average error in pixel 5.55 / 5.19 5.91 / 5.76 5.72 / 5.71
error > 5.8 (not perfect) 18.67% / 25% 20.78% / 27.5% 19.58% / 27.5%
error > 10 (visible error) 6.02% / 5% 5.42% / 10% 6.33% / 5%

error > 40 (failed) 1.2% / 0% 1.5% / 0% 1.2% / 0%

other curves, weighted by their individual fitness to the image. The third technique uses the previous
measure, but iteratively removes the worst fitting curve and reevaluates the whole set, keeping the last
curve as result.

III. Results

The accuracy of the manual delineations can be approximated by the inter-observer agreement. The
differences between two set of hand drawn outlines were evaluated over the second batch of images
and the average difference was found to be 4 pixels while the maximum difference was 5.8 pixels
measured on 2500 x 2500 images. These results imply that the theoretical minimal error of fitness is
around 4 pixels, and an error greater than 5.8 pixels means that further improvements are possible.

A comparison of the different selector method types is presented in Table 1. The training set con-
sisted of 166 images, the test set had only 20 images. Due to the small size of the latter the results for
the training set are also featured in the table.

The results show that the selector methods that incorporate curve overlapping were not able to outper-
form the simple fitness-to-image measure. However, the achieved accuracy confirms that this solution
can be applied in clinical environment.
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EFFECTS OF BONE SHADOW REMOVAL ON L ESION DETECTION

ON CHEST RADIOGRAPHS

Gergely ORBÁN
Advisor: Gábor HORVÁTH

I. Introduction

Lung cancer is one of the most common causes of cancer death. Many cures are only effective in
the early and symptomless stage of the disease. Screening can help early diagnosis, but a sensitive –
where sensitivity is the fraction of correctly diagnosed positive cases and all positive cases –, cheap
and side effect-free method has to be used to enable mass usage. Standard chest radiography meets
these requirements, except that current methods have moderate sensitivity. Efficiency can be improved
by using a Computer Aided Detection (CADe) system. The most important problem of existing CADe
systems is the low positive predictive value. In other wordshigh sensitivity can only be reached at the
cost of many false detections. Recently published systems can detect 60-70% of cancerous tumours,
while they also mark approximately four false positive regions on each image [1], which allows them
to be used only as a second reader.

Usability of CADe systems can be improved either by reducing the number of false detections – to
give the examiner less extra work –, or by finding more nodules– to increase sensitivity. The detections
of CADe should be also complementary to the findings of radiologists, to better improve sensitivity
when radiologists and CADe work in cooperation.

Common causes of detection errors are shadows of the ribcage and the clavicles. On one hand, these
structures can conceal the shadows of abnormalities by darkening the image thus reducing contrast. On
the other hand, rib crossings on the radiographs sometimes mimic convex structures appearing to be
real lesions. Both of these effects seriously affect human examiners and CADe systems too; however,
the hiding effect is problematic mostly to radiologists andphysicians while the CADe system suffers
rather from false positives due to rib crossings. Previous studies showed that the elimination of bones
can improve the accuracy of physicians [2]. Our hypothesis was that properly compensating bone
shadows can be also used to reduce the number of the CADe system’s false findings.

We expected that ”cleaning” the image from bone shadows helps our existing CADe scheme to
produce less false positives. As the area originally hiddenby bone shadows cannot be perfectly restored
based on one radiograph, we also created features which helpa supervised classifier to eliminate falsely
detected structures caused by bones. In the sequel, we describe the existing CADe scheme, the bone
shadow removal algorithm and the modifications to improve detection. Afterwards, we demonstrate
the results and compare the system to the one without shadow removal.

II. Materials and Methods

For our existing lesion finder solution we used a three-step scheme. The first step segments the view-
able area of the lung. The viewable area reduces the possibleset of locations for lesions, as we only
target the ones partly or completely inside this area.

The second step, called lesion enhancement, highlights suspicious structures like the target lung
nodules and infiltrated areas by using image processing algorithms. After normalization and resizing,
various 2D filters are used to enhance different types of lesions. Afterwards, the candidate collection
converts the enhanced images into separate and segmented nodule candidates.

The last step reduces the number of false positive findings onthe enhanced image with the help of a
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classifier. It begins with the calculation of features of candidates serving as an input for the classifier.
These features mostly describe texture and geometry, and are used by a supervised learning algorithm,
namely a support vector machine.

In the updated system, before the second step ribs and clavicles are first segmented based on a
previously calculated rough model, afterwards the segmentation is refined to fit edges while satisfying
various constraints. Finally the objects are cleared from the image to restore the background. The
segmentation steps are not exposed here, a comprehensive description can be found in [3].

The segmentation data is used to remove the bone shadows fromthe images in order to enhance the
structure of the lung. The elimination is based on creating intensity profiles on vertically differentiated
images, which are subtracted from the differentiated original image. An integration step returns to the
original domain and produces the bone shadow free image.

To better exploit the results of bone segmentation, three new features were created based on the
following observations. First, density variations in bonestructure can appear as intensity extrema
and may produce false positive findings. Second, areas wherebones overlap on the 2 dimensional
summation images appear as dark, approximately rhomboid shaped structures frequently recognized
by the system as lesions. Third, in the cases where bone shadows cause false positive candidates,
the border of the candidate follows the edge of the bone in a relatively large portion. These three
observations motivated the following three features respectively.

The first feature calculates the area fraction of the nodule overlapping with a bone structure. The
feature can be described formally as

BoneOverlapi =
|{(x, y)|(x, y) ∈ Ci

⋂
(
⋃

j Bj)}|

|{(x, y)|(x, y) ∈ Ci}|
, (1)

whereCi contains the points of theith candidate whileBj means the set of points inside thej th bone
structure.|.| means the size of the sets. The second feature calculates theoverlap of candidates with
bone crossings – the areas where two or more bone segments overlap each other. Using the previous
notation, the formula of the feature is

BoneXOverlapi =
|{(x, y)|(x, y) ∈ Ci

⋂
(
⋃

j,k(Bj

⋂
Bk))}|

|{(x, y)|(x, y) ∈ Ci}|
. (2)

The third feature calculates the fraction of the nodule perimeter that runs near to a bone shadow
border. It can be calculated as

FollowBoneEdgei =
|{(x, y)|(x, y) ∈ δCi,minj d((x, y), δBj) < 1.5mm}|

|{(x, y)|(x, y) ∈ δCi}|
, (3)

whereδCi andδBj are the endpoint set ofCi andBj, while d is the Euclidean distance.

III. Results

We tested the system on a private chest X-ray database containing images of 285 patients where 134 of
the cases contained at least one malignant lung nodule. Nodule diameter ranged from 2 mm to 98 mm,
the average was 23 mm. Most of the malignant cases were validated by CT. The images came from a
digital X-ray machine working in daily practice at a Hungarian clinic.

10-fold cross validation with 30 repetitions was used for evaluation. Results are demonstrated on
free-response receiver operating characteristic (FROC) curves, showing the sensitivity as a function of
average number of false positives produced for each image. On the final output, a CADe drawing was
considered to be correct if its centroid – center of gravity –was located inside a physician’s marker;
otherwise it was labeled as a false positive.
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We compared the original CADe system – working on unprocessedimages – with two new versions
utilizing bone information. The first version of the new system consumed bone-shadow-free images
on its input, but involved no other modifications compared tothe original system. The second version
used –besides the cleared radiographs – the three new features mentioned above. The results can be
seen in Figure 1.
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Figure 1: FROC curves of the original nodule detector system(black line), the same system using pre-
processed images without bone shadows (gray line) and the system utilizing both the new features and
preprocessed images (dashed line). The usage of cleared images greatly improves detection accuracy,
while the new features show a slight benefit at important working points.

The improvement when using rib-shadow-free images is clear. At constant 65% sensitivity the num-
ber of false positives could be reduced from 2.83 to 1.9. Utilizing the new features, the number of
false positives falls further to 1.6. This means that 43% of false detections could be eliminated which
is a great benefit for radiologists and physicians having to examine much less false CADe results at
screening. Examining the working points at lower sensitivities, the benefit of bone-shadow-free images
are still clear; however, the new features cannot improve the accuracy further. Moreover using the new
features has a negative effect under 57%, where the output depends stronger on the classifier perfor-
mance. This can be an effect of more features being used that can reduce the generalization capability
of the classifier. However, in everyday practice the workingpoints with higher sensitivities considered
to be more useful.

After seeing the benefits in detection accuracy we wanted to see how bone shadows and their removal
affect the output distribution of the CADe system. We assumedthat bone shadows and especially bone
crossings cause many false positives in the original systemand less or not at all in the new version. We
conducted two tests to support our hypothesis.

In the first test we calculated the fraction of the total area of false findings that overlaps with bones.
If we assume no connection between bone shadows and false positive location the fraction should be
approximately the same as the fraction of bone shadow area inside the lung area as findings are also
restricted to this area. As it can be seen in Table 1 false positives tend to overlap more with bone
shadows using the original system while overlap even less than expected on rib shadow free images.
This means that the new system is less likely to produce falsepositives on bone shadows than on other
areas. We also checked how often physician markers overlap with bone shadows. The corresponding
row of the table shows that physicians tend to avoid bone shadows when marking nodules, just like
the new CADe system. We conducted the same measurements for rib crossings and came to similar
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conclusions. While the original system puts more false findings on rib crossings, the new system and
physicians tend to put less.

Table 1: Area fraction of false positive candidates overlapping with bone shadows.
Original image Rib-shadow-free image

Lung area overl. bones 0.489 0.489
FP area overl. bones 0.527 0.446
Phy. marker area overl. bones 0.471 0.471
Lung area overl. bone Xs 0.114 0.114
FP area overl. bone Xs 0.166 0.103
Phy. marker area overl. bone Xs 0.079 0.079

In the second test we analyzed the independence of a candidate being false positive and its overlap
with bone shadows as two random variables. The first one is already binary while the overlap feature
was quantized to three bins to discretize it. We used Pearson’s chi-squared test to check independence
and demonstrated the resulting p-values in Table 2. We ran the test for the original system, the system
using rib-shadow-free images and the system also using the new features. Using a predefined signifi-
cance level of 1% the first two cases are clearly significant meaning that false positiveness depends on
– or at least correlates with – the overlap with bones while inthe third case we can no longer be sure
that the relation exists. However, we should note that a p-value of 0.049 suggests further investigation.
We ran the same test using the bone crossing overlap as the second variable. Here, using the orig-
inal system shows a clear correlation, while the results forthe versions exploiting bone information
are insignificant. These results do not contradict with our original hypothesis; however, the proof of
independence needs other studies.

Table 2: Resulting p-values of independence tests between bone overlapping and false positiveness.
Original image Rib-shadow-free image Rib-free + 3 features

Overlap w. bones 0.0001 0.0002 0.049
Overlap w. bone crossings 0.0015 0.61 0.2

IV. Conclusion

Our measurements proved that the removal of bone shadows canimprove lesion detection accuracy on
chest radiographs. The absence of these dark shadows reduces the number of misleading structures on
the image while some newly created features help the classifier to distinguish between remainders of
bones and real lesions. We also showed that the output of the newly created CADe system seems to
have less dependency on bone location compared to our previous solution.
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Advisor: Gábor HORVÁTH 

Introduction 1 

Reinforcement learning (RL) is often used to solve optimal control problems. In those problems the 
goal is to calculate a control policy that is optimal with respect to a criterion function. Such problems 
are the well-known mountain car problem, or the inverted pendulum problems, which are benchmark 
problems for optimal control algorithms. The effectiveness of reinforcement learning is most 
apparent in complex nonlinear or even discontinuous control problems, non-stationary control 
problems, where classical control methods cannot be used. 

In this paper we present a reinforcement learning based method that is able to solve optimal 
control problems in continuous state spaces, which are difficult to be managed by classical tabular 
reinforcement learning methods. Usually, function approximators, like neural nets or linear function 
approximators are used to overcome this problem. They are practical, not just because they can store 
a continuous value function, but because they can also interpolate the value function between visited 
states, so the agent has some knowledge about states it never visited.  

However there is a possible problem with the function approximation approach. Some of these 
function approximators are based on iterative algorithms themselves, and they also need all the 
training points during the training, which are usually not available during RL. Additionally the two 
iterative learning algorithms (the RL algorithm and the function approximator) might cause 
convergence problems as they are working together simultaneously [2].  

We are using an incremental probabilistic function approximator to store the value function, that 
doesn’t need all the training points during training. This function approximator method is a novel 
approach in the field of machine learning, and it has been used successfully with reinforcement 
learning [3]. In the followings we will present a solution to solve MDP’s in continuous state spaces 
that utilizes Q-learning with a function approximator called Incremental Gaussian Mixture Network 
(IGMN).  

The rest of this paper is organized as follows. Section II describes each method in detail. In section 
III the unified method is presented. In section IV preliminary test results are shown on the inverted 
pendulum problem.	 
I.  Methods in detail 

A Reinforcement Learning 

In classical reinforcement learning the problem is defined as a Markov Decision Process (MDP): the 
agent has to choose between the possible actions at a given state, and based on the chosen action, it 
perceives the next state and a reward signal from the environment. The aim of the agent is to find the 
optimal policy π*, which is when followed, maximizes the expected reward. 

Most reinforcement learning algorithms use a value function or Q-function, which gives the 
expected discounted total reward at a given state for a given action, following policy π. The policy is 
determined based on this Q-function: in every state the action with the greatest Q-value is to be 
selected. It is proven that the optimal policy is equal to the greedy policy – always selecting the best 

                                                 
1 This summary is based on Optimal Control with Reinforcement Learning using   
Reservoir Computing and Gaussian Mixture, submitted to I2MTC’12, Graz, Austria 
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action – over the Q-values of the optimal policy [1]. Because of this, most reinforcement learning 
algorithms focus on determining the Q-values of the optimal policy, by means of learning. 

The Q-function is estimated during the learning, by making a series of actions and perceiving the 
reward meanwhile, using a reinforcement learning update rule, like Q-learning (1) or SARSA. Both 
of these rules are based on the temporal difference learning, the Bellman equation. 

 ∆����, ��	 = ��
��� + �max� ������, �	 − ����, ��	� (1) 

In this equation Q(s, a) is the Q-value of action a in state s. Rt+1 is the perceived reward at the next 
state. The parameter α is the learning rate, γ is the discount factor, a real number in [0, 1] . That is 
needed to avoid divergence of the total reward in case of non-episodic problems. This learning rule 
backs up the perceived reward to the Q-values of the previous states. 

 π�s	 = �argmax� Q�s, a	 , P�ε										random	action, P�1 − ε		( (2) 

In order to actually improve the value function, sometimes new random moves must be made, to 
explore new actions and new states. This is called the exploration versus exploitation problem. 
Usually it is solved with stochastic policies, which tends to choose the best action, but not 
deterministically. A very simple, yet effective such policy is the ε-greedy policy (2), which takes the 
best action with ε probability, and a random action with (1 – ε) probability. 

B Incremental Gaussian Mixture Network 

Incremental Gaussian Mixture Network (IGMN) [4] and its predecessors, Incremental Gaussian 
Mixture Model (IGMM) and Incremental Probabilistic Neural Network (IPNN) [5] are machine 
learning methods, using a mixture of multivariate normal probabilistic distribution functions. All of 
these methods are incremental, in the sense that they can learn by presenting data points only once to 
these algorithms, without the need to store the data points. Both IPNN and IGMN are function 
approximators, while IGMM is a trainable model, using unsupervised learning. While IPNN 
considers the probability distribution functions as a neural network, IGMN rather use probabilistic 
inference to calculate the output, thus it is more like a Bayes-network. In the followings, we will use 
the IGMN method only. Both IGMN and IPNN were successfully used in reinforcement learning 
problems as function approximators for the Q-value [4], [5]. 

The Gaussian mixture model inside IGMN is over the joint space of the input and output of the 
network.  The output is calculated from the input using Bayesian inference. This model also makes it 
possible to infer any part of the input or the output data from the known data. As the model is 
trained, new components can be added and irrelevant or spurious components with low prior 
probability could be removed from the model. The training of the model is done by maximizing the 
likelihood of each incoming data point by adjusting the parameters in the model. 

Each component in the model has a couple of parameters. Cj is the covariance matrix and µj is the 
mean of the j th normal distribution function. P(j) is the prior probability, v(j) is the age, and spj is the 
accumulator of the j th component. The updating of the model is done as follows. First, the likelihood 
of each component is calculated from the multivariate normal probability distribution function (3): 

 )�*|,	 = �
�-.	//123453

6789:;5<
=>5:?89:;5<

1  (3) 

After that, the posterior is calculated based on this likelihood, and the prior (4): 

 )�,|*	 = @�A|B	@�B	
∑ @�A|D	@�D	EFG?

 (4) 
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The rest of the training algorithm is done as follows, according to [5]: 

 HB�I	 = HB�I − 1	 + 1 (5) 

 �JB�I	 = �JB�I − 1	 + )�,|*	 (6) 

 6B = 	* − KB (7) 

 LB = @�B|A	
MN5

 (8) 

 ∆KB = LB6B (9) 

 KB�I	 = KB�I − 1	 + ∆KB (10) 

 OB�I	 = OB�I − 1	 + ∆KB∆KBP + LBQ6B6BP − OB�I − 1	R (11) 

 )�,	 = MN5
∑MNF

 (12) 

The training is started with an empty model. A new component is added to the model when the 
following criterion (13) is met: 

 )�*|,	 < TUVW
�-.	//123453

	∀, (13) 

Here τnov is a novelty parameter, which tells how much part of the space is actually represented by 
that distribution, in the sense that a new data point in the outside area bears new information, thus a 
new component must be created for it. The only parameter at new component creation is the initial 
covariance matrix, which could reflect the sizes of the space along each dimension. 

Components should also be removed from the model after a certain age, if their prior probability is 
decreasing over time. That means the specific distribution is never selected as a relevant distribution 
for any data points. 

The recall phase of the IGMN in the function approximation case is done using probabilistic 
inference. Let the data x be the joint of input vector a and output vector b, x=[a, b] . The output is 
calculated as follows (14): 

 YZ = ∑ )�,|�	[D\� QKB,] + OB,]�OB,��7� ^� − KB,�_R (14) 

Where Cj,ba and Cj,aa are submatrices of the covariance matrix. 

II.  The proposed system 

As we discussed it in the introduction, our aim is to make an intelligent controller for higher level 
control tasks, specifically the inverted pendulum problem using machine learning algorithms. The 
core framework of our proposed system is reinforcement learning, with the Q(λ) learning rule. We 
assume that a simulator is available for the system, which can be used to generate sample runs, and 
actually the RL can be trained on it. 

We use an IGMN to store the Q-values of the actions for each state. So the samples for the IGMN 
are the joint vectors of the state and action vectors and the actual Q-value. This way we take the 
assumption, that both the state and action spaces are continuous. The reason to take the joint 
distribution of the input of the Q-function and the value of it instead of taking it as a function is that 
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the RL algorithm at the beginning of the training tends to provide very different Q-values for the 
same state and action based on the trajectory it later follows. It would be impractical to take all of 
these values as points of the Q-function. These points should be averaged, and that is what the 
probabilistic inference does, when the points are represented as a joint distribution. Later during the 
training, sample points in the distribution with spurious Q-values are never selected again, thus their 
prior probability will decrease, and eventually they will be removed from the model.  

The training goes as follows: first the Q-values of all actions in the actual state are calculated 
based on the IGMN model, using (14). Then based on ε-greedy policy (2), the best action or a 
random action is selected. After that the system is simulated with the simulator, using the selected 
action. In the new state, the reward signal is perceived, and the Q-values of the previous state and 
action are updated, based on (1). To actually update the Q-values, the training method of the IGMN 
is used. The posterior of each Gaussian are calculated using (3) and (4). Then they are updated 
according to their relevance to the previous state and action and the newly calculated Q-value with 
equations (5)-(12). If (13) is met, a new Gaussian is added to the model. 

III.  Test results 

We have tested the proposed system on a limited torque inverted pendulum task, where only the 
angle variable was observable, the angular velocity was hidden.  There were only two actions, to 
apply the same amount of torque to the pendulum to left or to right. The parameters of the task were 
selected such way, that the pendulum must make multiple left-right transitions in order to get to the 
instable equilibrium position. 

The reward function was the cosine of the angle of the pendulum. The system was trained over 
300 episodes, each episode 200 time steps. In each episode the pendulum was started from a random 
state.  

 

Figure 1.  Total reward per episode during the training 

As the tests shown, the proposed method was able to improve the performance of the policy, 
eventually after about 70 episodes of training the inverted pendulum spent most of the time near the 
goal position. The IGMN part learned 195 Gaussian distributions. 
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DATA ANALYSIS FOR T IME SERIES FORECASTING

Krist óf GÁTI
Advisor: Gábor HORVÁTH

I. Introduction

This paper presents an approach for time series prediction.For the solution of these problems, in
general, nothing more is assumed just the time series itself, and by using a nonlinear training algorithm
just a black-box model of the system could be trained. Decomposition of the problem may lead to a
better understandable model. The decomposition should create more time series, where one of them
is the trend and if the signal has periodicity than this decomposition can be done if frequency domain.
With these decomposition the other signals will be more and more periodic, however most of the noise
will be present in these high-frequency signal. This decomposition can be made in the frequency
domain, as selecting the trend, and the signals with different periodicity is relatively easy. With this
decomposition the problem is transformed and now the response of the nonlinear training algoritms
can be interpreted, so from a black-box model, we achived a solution which is closer to the grey-box
model.

This method is applied for a real time series prediction problem. The data contains the shipments of
a company. Since this company is present on the stock markets, at the end of every quarter in a year
they have to fulfill every order received in the given quarter. Because of the operations at the company,
high discounts on the price, there is a spike at the end of a quarter, which means this period of the year
are the most challenging to execute without delay in the shipments. This requires precaution at the
planning. The problem of this planning is addressed by this paper. Our goal is to predict as soon and
as precisely as possible the amount of shipments required tofulfill in a quarter.

There are different products, decomposed into releases andtype (base and extension). All of these
are the subject of the forecast, however in this paper only their aggregated value will be predicted.
This time series may give further help in the prediction process, since it may serve as input for the
prediction of its components, and it is more easier to predict, since the aggregated value is assumed to
have less noise then its components. An example for this is the life-cycle of a product. The different
products are introduced in different quarters, they are eliminated in different quarters, so the ratio of
shipment between the different products has a high diversity in time. This effect is averaged out due to
the aggregation, as the full amount of shipment remains quite the same. So this aggregated time series
may be assumed independent from the different products, andthe seasonal trend may be analyzed and
forecasted.

Figure 1: The raw data

The raw data can be seen on Fig. 1. The vertical dotted lines and the corresponding labels identifies
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the beginning of a quarter. On the last week of the quarters the spikes are conspicuous. It should be
noted that Q4 (4th quarter) has always a higher spike then other quarters.

The code was written almost entirely in R [1], and some code was written in Matlab for convenience.
The implementation of SVM was used from the R packagekernlab. For the identification of the
model order the Lipschitz-index [2] was calculated with theNNSYSID toolbox.

The paper is organized as follow Section II. describes the preparations made to the data, for the ease
of prediction. Section III. show an early version, where thetime series was decomposed into parts
and Section IV. introduces a different approach for the prediction. Finally Section V. summarizes the
results, and shows the remaining open questions.

II. Preparing data

The available data included 9 quarters of shipments. This period was plotted on Fig 1. At the beginning
the data was noisy. It contained bad values and NAs. Bad values means the columns slipped so the
values of thei-th column were in thei + 1-st column after some row, or the name of the customer
was wrong. The records of the data was in different Excel files, so they had to be merged. Because
these was not created at the same time and the products changed during the data gathering period the
columns and/or the name of the columns changed in the different files. For example every file used
a different format for timestamp (some example: 2009-01-10, 2009.01.10, 10/01/2009, 01102009,
20090110, 2009 1 10, etc.). Some of the records contained missing values. When it was possible these
missing values had to be replaced, and most of these could be done by using some simple rules.

The most challenging problem was the time. Since we had to predict for a quarter on a weekly basis,
we examined the number of weeks in the quarters and it was 13 or14. This difference corrupted the
periodicity in the data. The following table explains the problem in detail. Here week does not mean
full weeks, so if January 1 falls on Sunday it is the first week of the quarter. Problem occurs in those
cases when only there are only 13 weeks. This can be handled byadding a ”dummy” week preceding
to the quarters first week.

Table 1: Days and weeks of the quarters in a year
Month Days in month Days in quarters Weeks in quarters
January 31

90(91)
13 weeks if January 1 is on Monday or

Tuesday and it is not leap year, else there
are 14 weeks

February 28(29)
March 31
April 30

91
13 weeks if March 1 is on Monday, or it

is 14 weeks
May 31
June 30
July 31

91
13 weeks if July 1 is on Monday, or it is

14 weeks
August 31
September 30
October 31

92 14 weeksNovember 30
December 31

Before the predictor can be trained, the model order has to beselected. For this purpose, the
Lipschitz-index has been calculated. The results are on Fig. 2. The model order was in the range
of [2, 30]. Based on this plot two comments can be made. First, the periodicity of 14 week is easy to
recognize. Second, there are two possible choice for model order based on the plot, at 14 and at 56,
the first one means, the predictor uses only the last quarter of the time series, and the latter one means,
the predictor will use the data from the last 1 year. Both approach has its advanteges. The first one
requires shorter historical data for the generation of the training samples, however the same quarters
of the year are much more similar, then the adjacent quarters, so the latter one should indicate a better
generalization of the data, and a better prediction.
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Further model selection procedures was not applied, the time-lags used for the prediction were se-
lected with trial-and-error method.

III. Decomposition

The first experiments for the prediction was to decompose thetime series first. For this, filtering in the
frequency domain has been applied. First the spectrum of thetime series was calculated using Fourier-
transform. The result can be seen, on Fig. 3(a), using a logarithmic scale for the Y-axis. The partition
of the spectrum is made so that every spike in the spectrum will belong to a different part. These
filtered signals are transformed back to time domain, and theprediction is made on these signals. The
assumption is that these filtered signals are easier to predict. The low-pass filtered signal is on Fig. 3(b).
These signals are so simple they can be trained to neaural networks. In this case every filtered signal
was trained to a different MLP. The original time series can be reproduced with the sum of these
signals. The MLPs could learn every signal without error.

Figure 2: The value of the Lipschitz-index

The training samples could be learned perfectly by the neural networks, however there was a mistake
introduced in our model. For the generation of the filtered signals we used the test samples too, so the
test results could not be considered as a real measure of performance. The long-term prediction, when
the output of the MLPs used as input for the next time step, resulted in a very bad performance.
This is because of the Fourier-transform, when a new sample is attained the filtered signals has to be
recalculated and the spectrum changes, so the trained signals wil change as well.

(a) The absolute value of the frequency components (b) Low-pass filtered version of the time series

Figure 3: Decomposition of the time series
IV. Aggregation

Because of the bad performance of the previous approach a newmethod had to be applied. Again, the
main problem was the noise present in the time series, see Fig. 1. The possible solution was again the
aggregation. So the time series was tranformed, where for every week the corresponding value was the
total amount of shipments in the given quarter until the current week. The time series resulted after the
tranformation is on Fig. 4

This time series was predicted with an SVM [3]. The hyperparameters (generalizationC and toler-
anceǫ parameters) were selected again with trial-and-error method. The model order as it was stated
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in Section II., two choice of model order is appropriate, 14 and 56. Both are used for prediction in
the figure below, Fig. 5. In the first case[1..5, 10..14] time-lags and in the latter case[1..20, 40..56]
time-lags were used.

Figure 4: Aggregated time series
As it can be seen, in the first case when the model order was 14, the quarterly trend of the time series

could be learned by the SVM, however when the order was 56, notjust the quarterly but the yearly
trend could be learned, as well. This suggests to use the higher order model, because of the better
performance. There was not remarkable difference in time between the two version. The main problem
of the higher order model shows up at lower level prediction,where the forecast of the different types
is the goal. This is because the main trend at these time series changes faster, and for the first year, we
do not possess the necessary amount of data to even train, unlike in the case of the smaller order.

(a) Model order is 14 (b) Model order is 56

Figure 5: Performance of prediction. Black is the training data, red is response of the predictor for the
training samples and blue is the actual prediction

V. Conclusion and further work

The main conclusion of this paper is decomposition of time series is generally not a good choice, the
information hidden in the data may be lost by the decomposition. Another, not too novel conclusion
is, that the selection of regressor has a notable effect on the performance of the predictor.

Beside the achieved results several open question remains.Some of them is to improve the perfor-
mance of the predictor, by selecting other historical data as inputs for the predictor. Create forecast for
”lower level” prediction, i.e. predict less aggregated time series.
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THE RELEVANCE VECTOR MACHINE AND AN IN SILICO STUDY
OF THE OXYTOCINE RECEPTOR GENE (SUMMARY OF PHD

WORK IN 2011)

Peter MARX
Advisor: Peter ANTAL

I. Introduction

Understanding connections in huge amount of data is one of the greatest challenges in bioinformatics.
People search databases, and try to find connections between variables. In this short report, I will
describe my research in two parts. In the first part, I will describe my work related to Bayesian feature
selection in case of continuous target variables and the relevance vector machine (RVM)[1]. In the
second part, I will briefly introduce my oxytocine receptor gene related work and my future work.

II. The Relevance Vector Machine

Last year I started to look for existing methods for Bayesian variable selection in continuous cases.
The first method I have analyzed was stochastic search variable selection (SSVS)[2]. After I studied
the pros and cons of SSVS (it has its limitations in nonlinear cases) I tried to find a method which also
works in nonlinear cases. RVM was developed by Tipping. He wanted to extend the famous support
vector machine with the following properties:
• get probabilistic solution;
• use non-Mercel kernels;
• get sparser result in case of bigger training sets.

The probabilistic solution is just in that case important, if you want to know the goodness of the
result. For example, if you use SVM for classification you get the class of an input element. If you use
RVM you get a probability for all classes. RVM gives sparser result but with the newest modification
of SVMs we have the possibility to get comparable result. The upgraded SVM method has a little
higher error than the first SVM but gives sparser result so we can also find an optimal ratio between
sparsity and error using SVMs.

RVM takes the SVM model:

y(x;w) =
N∑
i=1

wiK(x,xi) + w0 (1)

which we can write in a probabilistic model with added noise tn = y(xn,w) + εn:

p(t|x,w, β) = N (t|y(x), σ2) (2)

where the standard deviation of the noise is σ2. To avoid over-fitting we introduce some hyperparame-
ters, to penalize the model complexity. α gives to every weight a hyperparameter and β to variance.

p(w|α) =
M∏
i=1

N (wi|0, α−1
i ) (3)

p(α) =
N∏
i=0

Gamma(αi|a, b) (4)
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p(β) = Gamma(β|c, d) (5)

where β ≡ σ−2. In the above equations the value of a, b, c, d can be chosen by the user. You can find
detailed information in Tipping (2001).

Learning the hyperparameters goes iteratively and learning the model goes by Bayesian inference.

p(w,α, σ2|t) = p(t|w,α, σ2)p(w,α, σ2)

p(t)
(6)

where
p(t) =

∫
p(t|w,α, σ2)p(w,α, σ2|t)dwdαdσ2 (7)

In equation (6) the normalizing integral cannot be computed analytically so we have to decompose
the posterior. The posterior distribution over the weights is the following:

p(w|t,α, σ2) =
p(t|w, σ2)p(w|α)

p(t|α, σ2)
(8)

The solution is those relevance vectors where αi < δ and δ is a given threshold to filter those vectors
where the αi hyperparameter converges to infinity.

III. Social behavior and the oxytocine receptor

Beside the RVM research I am involved in a cooperative research project with the Semmelweis Univer-
sity (SE) and the Eötvös Loránd University (ELTE). We examine genes related to social behavior. First,
we analyzed oxytocine receptor gene in three species: humans, wolves and dogs. We tried to describe
the connection between OXTR and social behavior. Initially, I searched for available knowledge in the
NCBI and Ensemble database where the human and the dog gene sequence can be found, but there is
no public genome for wolves. Using this information I carried out an in silico study to compare the
human and dog oxytocine receptor gene and the protein. The biggest difference between the dog and
the human OXTR is a 5 amino acid long deletion in the dog OXTR. I also built a phylogenetic tree as
you can see in Figure 1. The oxytocine receptor gene is a quite good indicator for clustering species.
For detailed information read [3].

Figure 1: Phylogenetic tree [3]

The second task is to find other genes related to social behavior using Endavour [4]. I used Endavour
for two training sets. In the first set, I used the genes which are connected to social behavior in Gene
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Ontology [5]. This training set includes 27 genes. In the second case, I used a training set for all
genes that were used by the research group at SE in former studies including 32 genes. The training
set is based on experts’ knowledge about social behavior. There is an overlap between the two training
sets, so I am expecting similar results. As we do not have candidate genes, I ran the Endavour on
the full human genome in both cases. As you can see on the left side in Table 1 after the fusion of
results for each database but Gene Ontology in Endavour, we get the expected outcome. In the first
case MAPK8IP1, NLGN1 and DLG2 while in the second case DRD5 are the only ones which were not
included in the training set. Because of running on the full genome the first 20 highest ranked genes
contains almost exclusively the training genes. We have to analyze the results for all genes with experts
to validate the influence of these genes on social behavior. The analysis helps to find candidates. With
these candidate genes together with some control genes, I can validate and complete the set of genes.

Table 1: Endavour results for the two different training sets. The results for the training set from Gene
Ontology are on the left and the results from the second training set (SE gene set) are shown on the
right hand site

symbol Global
prioriti-
zation
score

rank rank ratio symbol Global
prioriti-
zation
score

rank rank ratio

HRAS 1 2.70e-16 0.000044 DRD2 1 1.39e-17 0.000044
KRAS 2 1.31e-14 0.0000879 DRD1 2 1.16e-16 0.0000879
DLG4 3 5.40e-13 0.000132 ADRA1A 3 5.37e-15 0.000132

MAPK8IP2 4 2.00e-12 0.000176 DRD3 4 5.89e-14 0.000176
DRD3 5 3.24e-12 0.00022 HTR2C 5 7.56e-14 0.00022
IL1B 6 1.22e-11 0.000264 ADRA2A 6 1.59e-13 0.000264
DRD4 7 4.08e-11 0.000308 HTR1B 7 1.65e-13 0.000308

NLGN3 8 1.28e-10 0.000352 BDNF 8 3.33e-13 0.000352
OXTR 9 1.98e-10 0.000396 NR3C1 9 4.65e-13 0.000396
MKKS 10 3.15e-10 0.00044 SLC6A3 10 5.14e-13 0.00044

TH 11 4.02e-10 0.000484 HTR2A 11 1.11e-12 0.000484
AVPR1A 12 6.62e-10 0.000528 CSNK1E 12 1.14e-12 0.000528
CHRNB2 13 1.14e-9 0.000572 DRD4 13 1.25e-12 0.000572

MAPK8IP1 14 5.50e-9 0.000616 DRD5 14 2.16e-12 0.000616
NLGN4X 15 8.45e-9 0.00066 EGLN2 15 3.88e-12 0.00066
NLGN1 16 9.98e-9 0.000704 OPRM1 16 1.27e-11 0.000704

DBH 17 1.49e-8 0.000748 SLC6A4 17 3.14e-11 0.000748
DLG2 18 3.42e-8 0.000792 COMT 18 4.35e-11 0.000792
AVP 19 8.97e-8 0.000835 MAOA 19 5.74e-11 0.000835
OXT 20 1.30e-7 0.000879 OXTR 20 1.19e-10 0.000879

Next I will run Endavour for the fused training sets and I will look for other training genes to get
more general results. Another option is to perform a thematic search e.g. using a training set for the
serotonergic genes. Another task is to use parts of these training sets for validation with Endavour. If
I left out some genes, will the algorithm give these genes high rank? At the end I would like to have a
set containing about 50 genes, which can be used in further studies. Last we would like to do a gene
expression study to find SNPs and connect them to specific phenotype.
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IV. Future Work

The next steps are the following. As I am traveling to the USA for a one-year research project in the
next year I will concentrate on the oxytocine and the social behavior project. I will annotate the wolf
OXTR gene and after finding new candidates for social behavior I will search for single nucleotide
polymorphisms (SNP) in these genes. To carry out the research I will test SNP validation methods for
next generation sequencers (NGS). In the RVM project the next step is to find a way to trace back the
solution from the kernel space to the input space to make RVM for variable selection. The goal of this
research is to extend the BayesEye so it can also handle continuous cases.

V. Conclusion

During last year I conducted two main researches. Both have some open questions. The relevance vec-
tor machine is a promising method which can be applied for Bayesian variable selection. Annotating
and publishing the wolf genome is an interesting and challenging study. Getting deeper understanding
of the social behavior of dogs and wolves can also lead to describe in more details fearful and aggres-
sive behavior in humans. Last but not least, during this research project at the UCLA my task is to
build long time cooperation between the Hungarian and the American research groups.
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