
Ev o l u t i o n  o f  Ar b i t r a r y  Ag e n t -Pr o g r a m s  
 

D á n i e l  L .  K o v á c s  
1
) a n d  Ta d e u s z  D o b r o w i e c k i  

1
) 

 
1
)  B u d a p e s t  U ni v e r s i t y  o f  T e c h no l o g y  a nd  E c o no m i c s ,  F a c u l t y  o f  E l e c t r i c a l  

E ng i ne e r i ng  a nd  I nf o r m a t i c s ,  H u ng a r y  
d k o v a c s @ m i t .b m e .h u  

 
Abstract: 
I n t h i s  a r t i c l e  we  p r o p o s e  a  no v e l  a p p r o a c h  t o  t h e  e v o l u t i o n o f  a g e nt -p r o g r a m s  b y  
m e a ns  o f  na t u r a l  s e l e c t i o n. T h e  e x i s t i ng  a p p r o a c h e s  ( e .g . g e ne t i c  p r o g r a m m i ng )  
a r e  u s u a l l y  c o ns t r a i ne d  t o  r e l a t i v e l y  s i m p l e  p r o g r a m -s t r u c t u r e s  s i nc e  t h e y  ne e d  
e x p l i c i t  r e p r e s e nt a t i o n o f  f i t ne s s ,  g e ne t i c  o p e r a t o r s ,  a nd  s e l e c t i o n m e c h a ni s m . 
W e  p r o p o s e  a  m e t h o d o l o g y  t h a t  o v e r c o m e s  t h e s e  i s s u e s  b y  i nt r o d u c i ng  a  
l i f e c y c l e  o f  a g e nt s ,  a nd  t h e i r  p h e no t y p e -p h e no t y p e  i nt e r a c t i o n. A s  a  
c o ns e q u e nc e ,  a n e m e r g i ng  e v o l u t i o na r y  o p t i m i z a t i o n p r o c e s s  c a l l e d  “ na t u r a l  
s e l e c t i o n”  a r i s e s ,  wh i c h  e na b l e s  t h e  e v o l u t i o n o f  a r b i t r a r y  a g e nt -p r o g r a m s . 
S e v e r a l  i nt e r e s t i ng  e x p e r i m e nt s  a r e  p r e s e nt e d . 
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I n tro d u cti o n  

 
A n a g e nt  “ c a n b e  a ny t h i ng  t h a t  c a n b e  v i e we d  a s  p e r c e i v i ng  i t s  e nv i r o nm e nt  
t h r o u g h  s e ns o r s  a nd  a c t i ng  u p o n t h a t  e nv i r o nm e nt  t h r o u g h  e f f e c t o r s ” . [ 1 ] . T h e  
p r o g r a m  o f  a n a g e nt  i s  r e s p o ns i b l e  f o r  c h o o s i ng  i t s  a c t i o ns  b a s e d  o n i t s  i nne r  
s t a t e ,  wh i c h  i s  u s u a l l y  i t s  b e l i e f  a b o u t  i t s  e nv i r o nm e nt  ( i nc l u d i ng  i t s e l f  a nd  t h e  
o t h e r  a g e nt s  t o o ) . 

 
T h i s  a r t i c l e  p r e s e nt s  a  no v e l ,  r e a l i s t i c  a g e nt -b a s e d  s i m u l a t i o n m o d e l  f o r  t h e  
na t u r a l  s e l e c t i o n o f  s u c h  a g e nt s . T h e  s u r v i v a l  o f  t h e s e  a g e nt s  d e p e nd s  s o l e l y  o n 
t h e i r  a r b i t r a r y  p r o g r a m s  [ 2 ]  s e l e c t i ng  t h e i r  s t r a t e g y  t o  i nt e r a c t  wi t h  e a c h  o t h e r . 
Ga m e  t h e o r y  i s  u s e d  t o  m o d e l  t h e  s t r a t e g i c  i nt e r a c t i o n a m o ng  a g e nt s  [ 3 ] . 

 
S e v e r a l  m o d e l s  o f  p r o g r a m  e v o l u t i o n e x i s t ,  b u t  o u r  a p p r o a c h  d i f f e r s  f r o m  t h e m  
m a i nl y  i n t h e  f o l l o wi ng  [ 4 ] –[ 7 ] :  we  u t i l i z e  na t u r a l  s e l e c t i o n a s  a  r e a l i s t i c  “ d r i v i ng  
f o r c e ” ,  a nd  no t  s o m e  p r e p r o g r a m m e d ,  e x p l i c i t  m e c h a ni s m ,  t o  e v o l v e  t h e  
p o p u l a t i o n o f  a g e nt s ;  we  d o  no t  c o ns i d e r  t h e  e m e r g e nc e  o f  ne w v a r i a nt s ,  o nl y  
p r o l i f e r a t i o n,  i .e . a s e x u a l  r e p l i c a t i o n o f  g i v e n p r o g r a m -t y p e s ;  a nd  s o  we  d o  no t  
i m p o s e  a ny  f o r m a l  c o ns t r a i nt s  o n t h e  s t r u c t u r e  a nd  t h e  i nne r  wo r k i ng s  o f  
p r o g r a m s ;  t h e r e  i s  no  a r t i f i c i a l  d i s t i nc t i o n b e t we e n d i f f e r e nt  g e ne r a t i o ns ,  t h e y  a r e  
a l l o we d  t o  o v e r l a p . 

 
B y  e v o l u t i o n we  e s s e nt i a l l y  m e a n t h e  d y na m i c s  o f  t h e  d i s t r i b u t i o n o f  t h e  d i f f e r e nt  
a g e nt  p r o g r a m s  wi t h i n t h e  e v o l v i ng  p o p u l a t i o n o v e r  t i m e . T h e  u t i l i t y  o f  a g e nt s  
c h a ng e s  a c c o r d i ng  t o  r e p e a t e d  s t r a t e g i c  i nt e r a c t i o n wi t h  e a c h  o t h e r . S i m p l e  



game theoretical models describe such interaction, masking most of  the details, 
but nev ertheless catching the essential f eatures of  agents’  p rograms, and 
w orking tow ard a simp ler simulation.  W e hop e thus to model and p redict sev eral 
interesting real w orld situations more p recisely .  

 

T he insp iration f or our model w as draw n mainly  f rom ev olutionary  game theory , 
and the seminal ex p eriments of  R obert A x elrod w ith the Tit-For-Tat ( TFT) 
strategy  in the rep eated Prisoner’ s Dilemma ( PD) [ 8 ] -[ 10 ] .  T he rest of  the p ap er 
is organiz ed as f ollow s:  S ection 2  introduces the background of  the ev olutionary  
simulator, S ection 3  describes its concep t and imp lementation, S ection 4  
p resents and ev aluates some essential ex p eriments, S ection 5  contains 
conclusions and brief ly  outlines f uture research.  

 
Background 

 

I n the f ollow ing, w e w ill brief ly  summariz e those ap p roaches, w hich mainly  
inf luenced our model.  T he p urp ose of  this is to introduce some f undamental 
concep ts, and to enable later discussion of  similarities and dif f erences betw een 
them and our ap p roach.  

 
A x e l r o d ’ s  e x p e r i m e n ts  

 

T he goal of  A x elrod’ s ex p eriments w as to f ind the p rogram ( the algorithm) out of  
a giv en set of  p rograms w hich p lay s the rep eated P D  game ( cf .  T able 1) most 
ef f iciently .  P rograms w ere comp ared p airw ise.  E v ery  p rogram p lay ed against 
each other a f ix ed ( but p rev iously  unknow n) number of  rounds.  I n ev ery  round 
they  had to choose betw een tw o strategies ( coop erate, or def ect), and got their 
resp ectiv e p ay of f  according to the collectiv e choice.  

 

Player 2 
Player 1  D ef ec t  C o o p erat e 

D ef ec t  1 ;  1  5 ;  0  
C o o p erat e 0 ;  5  3 ;  3  

 

Ta b l e  1 :  P ay of f  matrix  of  a “ P risoner’ s D ilemma”  game 
 

T F T , a simp le p rogram, w hich initially  coop erates, and then rep eats the p rev ious 
choice of  its op p onent, w on the tournaments by  collecting the most at the end.  
A x elrod concluded, that because of  the imp ortance of  P D  as a model of  social 
interaction, the core characteristics of  coop eration in general must be those 
f ound in the T F T .  H e then conducted other ex p eriments too, called ecological 
and ev olutionary  analy sis, and again conf irmed the success of  T F T .  

 
E v o l u ti o n a r y  ga m e  th e o r y  

 

A nother source of  ideas w as ev olutionary  game theory , w hich in contrary  to 
A x elrod’ s results, enables f ormal analy sis and p rediction of  ev olv ing sy stems 
( although only  f or relativ ely  simp le cases).  



 

For example, let’s suppose that we have an infinite population of agents, who 
strive for resourc es. The game is d ivid ed  into round s, and  in every  round  every  
agent rand omly  (ac c ord ing to uniform d istrib ution)  meets an other agent to 
d ec id e upon a resourc e of value V > 0 . For the sak e of simplic ity  let’s say , that 
there are only  two ty pes of agents:  hawk s (aggressive) , and  d oves (peac eful) . 
W hen two hawk s meet, they  fight for the resourc e, whic h has a c ost C , and  so 
they  get (V -C ) / 2  per head . W hen two d oves meet, they  d ivid e the resourc e 
eq ually  b etween eac h other without fighting (they  get V / 2  per head ) . W hen a 
hawk  meets a d ove, then the hawk  tak es the resourc e (gets V ) , while the d ove is 
plund ered  (gets 0 ) . This situation is simply  mod eled  b y  the Hawk -Dove (HD )  
game (c f. Tab le 2 )  [ 1 1 ] . 

 

Player 2 
Player 1  H aw k  D o v e 

H aw k  ( V -C ) / 2;  ( V -C ) / 2 V ;  0  
D o v e 0 ;  V  V / 2;  V / 2 

 

T a b l e  2 :  P ay off matrix of a “ P risoner’s D ilemma”  game 
 

The gained  pay offs are c ollec ted  over round s, and  the proportion of hawk s and  
d oves in the population d epend s on their average c ollec ted  pay off. I t c an b e 
shown, that the only  reasonab le attrac tor (i.e. state to whic h this d isc rete 
d y namic  sy stem c onverges)  is where only  hawk s remain in the population. 

 
The simulation model 

 

M any  interesting results c an b e ob tained  b y  using the previous approac hes, 
although the nec essary  assumptions are usually  unrealistic , and  overly  simplified  
(fixed  or infinite numb er of agents;  simple programs, that c an b e hand led  
analy tic ally ;  etc ) . For more realistic  and  c omplex c ases, with arb itrary  programs 
(lik e in the ec ologic al analy sis of A xelrod )  and  finite, overlapping generations of 
vary ing siz e, we need  to use simulations. 

 

The proposed  agent-b ased  simulation mod el c omb ines the ad vantages of the 
previous approac hes without their d rawb ac k s. I t resemb les artific ial life in many  
aspec ts, b ut it is d ifferent in its purpose (it tries to c apture the k ey  features of not 
only  b iologic al, b ut also tec hnic al sy stems’ evolution)  [ 1 2 ] . I t is an extension to 
the previous approac hes, d iffering from them mainly  in the following. P opulations 
are finite, and  vary  in siz e;  agents are mod eled  ind ivid ually ;  the selec tion 
mec hanism, and  the fitness of agents is not explic itly  given, b ut emerges as a 
prod uc t of agents’ features, and  their interac tion in the environment. These 
d ifferenc es mak e the mod el more realistic . 

 
C o n c e p t  

 

The b asis of the mod el is an intuitive c omb ination and  extension of the id eas 
d isc ussed  in S ec tion 2 . The simulation is d ivid ed  into round s. There is a finite 



number of agents in the population, who are randomly paired in every round 
(ac c ording to uniform distribution)  to play a 2 -person game in the role of one of 
the players (the role is c hosen randomly too) . E very agent of the population plays 
the same type of game in every round of a run (e.g. j ust P D , or j ust H D ) , and 
eac h of these agents has a program for selec ting its strategy in these plays (e.g. 
TF T, R andom, A lways-C ooperate, A lways-D efec t) . A fter a pair of agents finished 
to play in a given round, the respec tive (possibly negative)  payoffs are added to 
their individually c umulated utility. I f their utility gets below a level (e.g. z ero) , 
then the agent dies, i.e. it instantly disappears from the population, and won’ t 
play in the following rounds;  otherwise it remains, and may even reproduc e 
depending on its reproduc tion strategy. This strategy defines how and when to 
reproduc e. Only asex ual proliferation, i.e. replic ation without c hange is 
c onsidered. A fter every agent finished the given round (died, survived, or even 
replic ated) , c omes the nex t round. 

 

Two types of reproduc tion are c onsidered:  type 1  is c alled “ natural” , and type 2  is 
c alled “ tec hnic al” . A gents with type 1  reproduc tion strategy c an have only a 
limited number of offsprings in their lifetime (max imum one per round) . They 
replic ate, if their utility ex c eeds a given limit (limit of replic ation) . A fter replic ation, 
their utility is dec reased with the c ost of replic ation (whic h is usually eq ual to the 
limit of replic ation) . Offsprings start with z ero utility, and the same program, and 
features, as their parents originally (i.e. the same lower limit of utility nec essary 
for survival, limit and c ost of replic ation, and limit on the number of offsprings) . 
On the other hand, agents with type 2  reproduc tion strategy c an have unlimited 
offsprings (but max imum one per round) . They also replic ate when their utility 
ex c eeds the limit of replic ation, but this limit is doubled every time after an 
offspring is produc ed, and their utility does not dec rease after replic ation. 

 

Offsprings start with the same utility, program, and features, as their parents at 
the moment of replic ation (i.e. the same lower limit of utility nec essary for 
survival, and limit of replic ation) . The rationale of differentiating several types of 
reproduc tion is to enable the distinc tion between modeling the evolution of 
biologic al, and artific ial (e.g. software)  systems. 

 
Implementation 

 

The proposed simulation model was implemented in JAD E  (Java Agent 
D E velopment)  framework  [ 1 3 ] . I t is an open-sourc e, J ava-based, platform 
independent, distributed middle-ware and API (Applic ation Programming 
Interfac e)  c omplying with the FIPA (Foundation for Intelligent Physic al Agents)  
standards [ 1 4 ] . I t enables relatively fast and easy implementation of physic ally 
distributed, async hronous, high-level multi-agent systems. 

 

The implemented software arc hitec ture was aimed to be fast and simple. I t 
c onsisted of only two J A D E  agents:  a GameAgent (GA ) , and a PlayerAgent 
(PA) . GA was responsible for c onduc ting the runs, and orc hestrating PA-s, while 
PA-s were the ac tual agents in the population, who were paired in eac h round to 
play a given 2 -person game. 



Each JADE agent had a variety of (mostly optional) startup parameters, which in 
case of a GA set the type of the game to b e played (e. g.  P D, or H D, or else), the 
max imal numb er of agents in the population, and the max imal numb er of rounds 
in the run.  T he O R -relation of the latter two defined the termination criteria of a 
run.  T he startup parameters of a PA set agents’  program and reproduction 
strategy, initial utility, the lower limit of utility, the limit and cost of reproduction, 
the limit on the numb er of offsprings, and the capacity of memory.  T he latter was 
needed b ecause each agent had to b e ab le to use its percept history in order to 
decide upon the strategy to b e played in a given round.  T he percept history of an 
agent associated a series of events (information ab out past plays) to agent 
identifiers (I D-s).  T here was a limit on the max imal length of these series, and the 
max imal numb er of I D-s.  I f any of these limits was ex ceeded, then the oldest 
element was replaced b y the new one.  

 

N ow the simulation went as follows.  F irst a given numb er of PA-s were started on 
the JADE agent platform (constituting the initial population), followed b y a GA, 
who at the b eginning of every round first searched the platform for availab le PA-s 
(b ecause later there may have b een newly b orn agents, or some of them 
disappeared).  T hen the GA made a pairing of the PA-s found, and informed these 
pairs ab out the game to b e played (who plays with whom, and in what role).  T he 
pairs of PA-s then replied to the GA with the I D of their chosen strategy 
respectively.  T he GA then calculated the agents’  respective payoff accordingly, 
and informed them ab out it.  T his was repeated until the termination criterion of 
the simulation was satisfied.  S everal interesting ex periments were conducted this 
way.  S ome of them are ex plained in the following section.  

 

T he complex ity of the implemented model is additive.  S ince all PA agents run in 
parallel, it depends solely on the sum of the complex ity of the GA and PA agent.  

 
Experimental results 

 

T he ex periments consisted of running the simulation describ ed ab ove with 
several different initial populations and games to ob serve the changes in the 
numb er, proportion, and average utility of the different types of agent programs.  
Each ex periment had its own settings, b ut a part of them was the same in every 
case.  T he max imal numb er of agents was 8 0 0 ;  the max imal numb er of rounds 
was 2 5 0 ;  the max imal numb er of offsprings was 3 ;  the limit and the cost of 
reproduction was 2 0 ;  the lower limit of agents’  utility and their initial utility was 0 ;  
the max imal numb er of percept histories (ab out different opponents) was 1 0 0 0 ;  
and the limit on the length of such a percept history was 4  for every agent in 
every ex periment.  Everyone was playing in every round (ex cept when the 
numb er of agents was odd).  

 

I n the following we will describ e these ex periments grouped according to the 
games the agents’  were playing.  F ive elementary games are ex amined:  
Prisoner’ s Dilemma (PD), Chick en Game (CG), Battle of Sex es (BS), Leader 
Game (LG), and Matching Pennies (MP).  



During the experiments agent programs were drawn from a fixed set. Only the 
following programs were studied yet:  A lways-C ooperate,  A lways-Defec t,  T F T ,  
and R andom. N onetheless b oth types of agents’  reproduc tion strategy were 
examined. A ll in all,  this c onfiguration was more than enough to run insightful 
experiments c omparab le to the prev ious approac hes disc ussed in S ec tion 2. 

 
Prisoner’s Dilemma game 

 

P D is one of the most popular 2-person games in game theory [ 1 5 ] . I t is a spec ial 
c ase of the H D game,  when 0≥> CV  ( c f. T ab le 2) . T he original story of the 
game is essentially ab out two prisoners,  who are put in separate c ells ( c annot 
c ommunic ate) ,  and are ask ed to simultaneously dec ide,  whether to c ooperate,  or 
defec t. T he b est outc ome is defec ting,  when the other player c ooperates,  and it 
is the worst outc ome for the other. I t is b etter if b oth defec t,  and ev en b etter,  if 
b oth c ooperate. T he game is c alled a “ dilemma”  b ec ause its only Nash 
E q uilib rium ( NE )  [ 1 6 ]  is the sub -optimal Defec t-Defec t outc ome. 

 

F or example,  if the payoffs are c hosen ac c ording to the H D game,  where V = 4 ,  
C = 2 ( and so it b ec omes a P D) ,  and if the initial population c onsists of altogether 
6  agents:  3 A lways-C ooperate,  and 3 A lways-Defec t agents,  then the proportions 
of the different agent programs c hange ac c ording to F ig. 1 ,  whic h is in 
ac c ordanc e with the predic tions of S ec tion 2/ B . Defec tiv e agents ( hawk s)  infest 
the population,  and the proportion of c ooperativ e players ( dov es)  steadily 
dec reases. T he reproduc tion strategy of agents in F ig. 1  is of type 1  ( “ natural” ) ,  
b ut essentially the tendenc ies are the same in c ase of type 2 ( “ tec hnic al” ) . 

 

 
 

F igu re 1 :   C hange of proportion of c oop. ( gray)  and def. ( b lac k )  programs in P D 
 

F ig. 2-3 show the c hange of q uantity and av erage utility of agent programs,  if the 
initial population c onsists of 3 R andom and 3 T F T  agents,  and reproduc tion is 
“ natural”  T he q uantity of the c orresponding sub populations ( “ spec ies” )  does not 
dec rease b ec ause there are no negativ e payoffs in the game,  and so agents 
c annot die sinc e their c umulated utility c annot dec rease b elow the lower limit. 

 



 
 

Figure 2: Ch a n g e  o f  q u a n t i t y  o f  Ra n d o m  ( w h i t e ) a n d  T F T  ( b l a c k ) p r o g r a m s  i n  P D  
 

A c c o r d i n g  t o  F i g . 2, Ra n d o m  a g e n t s  t y p i c a l l y  o u t p e r f o r m  T F T  a g e n t s  b y  f a r . T h i s  
i s  t h e  c a s e  w i t h  b o t h  t y p e s  o f  r e p r o d u c t i o n . S i m i l a r l y , A l w a y s -D e f e c t  a g e n t s  a l s o  
o u t p e r f o r m  T F T  a g e n t s . T h e s e  o b s e r v a t i o n s  s e e m  t o  d i f f e r  f r o m  t h e  r e s u l t s  
m e n t i o n e d  i n  S e c t i o n  2/ A . M o r e o v e r , a c c o r d i n g  t o  F i g . 3, t h e  c h a n g e  o f  
s u b p o p u l a t i o n s ’  p r o p o r t i o n  i s n ’ t  i n  d i r e c t  p r o p o r t i o n a l i t y  w i t h  t h e  r a t i o  o f  t h e i r  
a v e r a g e  u t i l i t y  a n d  t h e  a v e r a g e  u t i l i t y  o f  t h e  w h o l e  p o p u l a t i o n , a s  p r e d i c t e d  b y  
r e p l i c a t o r  d y n a m i c s  i n  e v o l u t i o n a r y  g a m e  t h e o r y  [ 1 7 ] . 

 

 
 

Figure 3 : Ch a n g e  o f  a v e r a g e  u t i l i t y  o f  Ra n d o m  ( w h i t e ) a n d  T F T  ( b l a c k ) 
p r o g r a m s , a n d  t h e  w h o l e  p o p u l a t i o n  ( d o t t e d ) i n  P D  

 
I f  t h e  p o p u l a t i o n  c o n s i s t s  o f  5 0  T F T  a g e n t s  a n d  1  A l w a y s -D e f e c t  i n t r u d e r , t h e n  
A x e l r o d ’ s  e c o l o g i c a l  a n a l y s i s  ( c f . S e c t i o n  2/ A ), w h i c h  i s  a l s o  b a s e d  o n  r e p l i c a t o r  
d y n a m i c s , p r e d i c t s  t h e  e x t i n c t i o n  o f  t h e  i n v a d i n g  d e f e c t o r s  [ 9 ] . B u t  o u r  
e x p e r i m e n t s  s h o w  t h e  o p p o s i t e  ( w i t h  b o t h  t y p e s  o f  r e p r o d u c t i o n ). T h e  p r o p o r t i o n  
o f  d e f e c t o r s  i s  s t e a d i l y  g r o w i n g  u n t i l  t h e y  f i n a l l y  o v e r t a k e  t h e  w h o l e  p o p u l a t i o n . 

 

A l l  o f  t h e  r e s u l t s  m e n t i o n e d  a b o v e  a r e  t y p i c a l  i n  t h e  s e n s e  t h a t  t h e y  a r e  



indifferent to parameter changes (e.g. different runs, changing the size of the 
initial  popul ation;  changing the ty pe, l imits, or cost of reproduction, or the pay off 
v al ues in the game). T F T  agents can b e made a l ittl e b etter b y  increasing the 
size of their memory , b ut in the end it doesn’ t change the ov eral l  tendencies. 
T hese ob serv ations may  al so hel p to ex pl ain the scarce ev idence of T F T -l ik e 
cooperation in nature [ 1 8 ] . 

 
Chic k e n  g a m e  

 

T his game is al so a special  case of the H D  game, w hen VC >  (cf. T ab l e 2) [ 1 5 ] . 
T he original  story  is ab out tw o cars driv ing tow ard each other. I f b oth driv ers are 
“ reck l ess”  (i.e. defect), and w on’ t sw erv e aw ay , it is the w orst outcome, since 
they  crash. B etter is, if one sw erv es aw ay  (b eing cooperativ e, or “ chick en” ), w hil e 
the other w ins (b est outcome). B ut it is b etter for the former, if the l atter sw erv es 
aw ay  too. T his is cal l ed a mix ed motiv e game, b ecause it has tw o N E -s (those 
outcomes, w hen pl ay ers do the opposite). 

 

E x periments w ith this game show ed different resul ts than in case of P D  in 
S ection 4 / A . T he main reason for that is that the pay offs w ere chosen according 
to H D  game, w here V = 2, C = 4 , and so agents coul d die b ecause of negativ e 
pay offs. A l w ay s-C ooperate (i.e. A l w ay s-C hick en) prov ed to b e the b est (most 
prol iferating) program out the four studied al ternativ es if there w ere onl y  tw o 
ty pes of programs in the initial  popul ation. A l w ay s-R eck l ess and T F T  cl aimed the 
second pl ace, w hil e R andom w as the w orst. T his means that if the cost of b eing 
mutual l y  defectiv e is b ey ond the achiev ab l e v al ue ( VC > ), then it b ecomes too 
risk y  not to cooperate. I t w as interesting to ob serv e, that if A l w ay s-R eck l ess 
prov ed to b e the w inner of a situation (i.e. if it ex tinguished al l  other “ species” ), 
then it too died out. I n this aspect A l w ay s-R eck l ess is “ parasite” , that ex pl oits the 
other sub popul ations from w hom its surv iv al  depends. E x periments w ith more 
than tw o ty pes of agent programs w ere rather unpredictab l e. T hey  depended 
mostl y  on the actual  pairing of the indiv idual s in the first dozen of rounds. 

 
B a t t l e  o f  S e x e s  g a m e  

 

T his game is al so a mix ed motiv e game, l ik e C G , b ut it differs from the prev ious 
games in that it is asy mmetric b y  defaul t (cf. T ab l e 3) [ 3] . T he original  story  is 
ab out a husb and and a w ife, w ho must choose b etw een going to a footb al l  
match, or an opera. T he husb and w oul d b etter l ik e to go to the footb al l  match, 
w hil e his w ife w oul d b etter go the opera. B ut, in any  case, it is more preferab l e 
for them to go together, than to go al one. 

 

Wife 
H u s b a n d  O p er a  F o o t b a l l  

O p er a  1,  2  -1,  -1 
F o o t b a l l  0 ,  0  2 ,  1 

 

T a b l e  3 :  P ay off matrix  of a “ B attl e of S ex es”  game 
 



Cooperation is different in case of the hu sb and,  than in case of the w ife. T hey  
cooperate,  if they  try  to do w hat is b est for the other,  and that is the w orst 
(hu sb and g oes to opera,  and w ife g oes to footb al l ). S o A l w ay s-Cooperate,  and 
A l w ay s-Defect strateg ies are a b it m ore com pl ex  now ,  since they  depend al so on 
the actu al  rol e of the ag ents. M oreov er,  T F T  needs al so to b e rev ised. 

 

E x perim ents show ed that reg ardl ess of the ty pe of reprodu ction,  A l w ay s-
Cooperate and T F T  ag ents w ere the w orst (others m ade them  die ou t al m ost 
ev ery  tim e). A l w ay s-Defect w as the b est prog ram ,  and R andom  w as second 
(since it su rv iv ed al m ost ev ery  tim e). 

 
Leader g am e 

 

T his g am e is sim il ar to the sy m m etrical  form  of B S ,  w ith the ex ception that 
m u tu al  defection is the w orst ou tcom e,  and m u tu al  cooperation is b etter [ 1 9 ] . 

 

T he nam e of the g am e com es from  the fol l ow ing  situ ation:  tw o cars w ait to enter 
a one-w ay  street. T he w orst case is,  if they  g o sim u l taneou sl y  (defect-defect),  
b ecau se they  crash. I f b oth w ait (cooperate),  it is b etter. B u t it is ev en b etter if 
they  g o separatel y . T he one,  w ho g oes first,  is the b est. 

 

A ccording  to ou r ex perim ents,  T F T  and A l w ay s-Cooperate w ere b etter,  than 
A l w ay s-Defect ag ents,  b u t R andom  ag ents ag ain ou tperform ed T F T  ag ents. T he 
reprodu ction strateg y  m ade a difference in the tendencies,  b u t not in the ov eral l  
ou tcom e. 

 
M at c h i n g  P en n i es  g am e 

 

T his is,  sim il arl y  to B S ,  an asy m m etric g am e,  w ith the ex ception that it has no 
sy m m etric form ,  and cooperation and defection hav e no m eaning  in it [ 20 ] . T hu s 
the first (hitherto cooperativ e) m ov e of T F T  doesn’ t particu l arl y  m atter now . 

 

T he orig inal  g am e is ab ou t tw o pl ay ers,  w ho b oth hav e a penny . T hey  tu rn the 
penny  secretl y  to heads or tail s,  and then rev eal  their choice. I f the pennies 
m atch,  one pl ay er g ets a dol l ar from  the other,  el se it is conv ersel y . 

 

O u r ex perim ents show ed that in this scenario R andom  ag ents w ere the fittest for 
su rv iv al  (pl ay ing  the onl y  m ix ed N E  of the g am e),  b u t in case of ty pe 1  
reprodu ction they  died ou t l ik e al l  the others. H ow ev er in case of ty pe 2 
(technical ) reprodu ction they  cou l d cu m u l ate enou g h u til ity  to ensu re their 
su rv iv al ,  and start prol iferating  after a w hil e. 

 
Conclusions 

 

I n this articl e w e presented a nov el  ag ent-b ased sim u l ation m odel  for the real  
natu ral  sel ection of arb itrary  prog ram s choosing  ag ents’  strateg ies in repeated 2-
person g am es. E x perim ents threw  new  l ig ht u pon prev iou s resu l ts in the fiel d. I t 
w as show n,  that the proposed sim u l ation m odel  is m ore real istic and thu s u sefu l ,  
than the prev iou s m odel s. F u tu re research w il l  aim  at ex tending  these concepts 



by i n t r o d u c i n g  N -a g e n t  i n t e r a c t i o n , g e n e t i c  r e p r e se n t a t i o n  a n d  v a r i a t i o n  o f  a g e n t  
p r o g r a m s, a n d  m o r e  r e a l i st i c  m o d e l s o f  a g e n t s’  e n v i r o n m e n t  a n d  r e so u r c e s. 
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