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Course info

Course site
* https://portal.vik.ome.hu/kepzes/targyak/VIMIAV22/
* http://www.mit.bme.hu/oktatas/targyak/VIMIAV22/

* Lecturer
* Bence Bolgar, bolgar@mit.bme.hu
e Péter Antal, antal@mit.bme.hu

* Schedule
* Wednesday, 12.30-14.00, QBF09

e Contact hour
* Tuesday, 10.00-11.00, IE.423 (building |, wing E, 2nd floor)

* Books
* Russell, S.J. and Norvig, P., 2002. Artificial intelligence: a modern approach (AIMA)

* Magyar forditas: Ml Almanach
* http://project.mit.bome.hu/mi almanach/

* Slides
e At course site
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Academic calendar

Last day of classes: 13 December (Friday)

Repeat week (resits and late submission of home assignments): 16-20 December (Monday-Friday)
Exams begin: 2 January (Thursday)

Duration of examination period 20 working days

Last day of examination period: 29 January (Wednesday)



Requirements

* Grading:
 Two homeworks 50-50%.
* Review, essay, programming..



Goal of the course: nature of intelligence
(from physics through computation to society and beyond)

e History of Al

e History of cognitive science

 Computational models

 Computational linguistics

* Bayesian Al

* Logic: truth and proof

* Machine learning, machine teaching

e Heuristics, creativity, scientific discovery

* Neuroscience-inspired Al (neurobiology, deep neural networks)
* Explainable Al, Provably beneficial Al, existential threat of Al



Personal research interest in AG|

1992<: neural nets, human learning (teaching)

1993: visual/diagrammatic reasoning

1995: non-symbolic(analogic)-vs-symbolic reasoning

1996: cellular automatons+emergence

e 1997<, causality

* 1997<, neural-causal hybrid systems, decision support systems,..
* Why I.: belief systems, causality research, biases in human beliefs

* Why Il.: reward-system/ reward deficit syndromes in human
e 2009< depression research

 Why lll.: hormonal-neural circuitry of teaching
e ~2010: genetic variations/evolution of oxytocin, dogs



Overview of today lecture

 What is artificial intelligence?

What is intelligence?
* Myths, misconceptions, analogies, models..

Factors of intelligence: data, computing power, efficient learning

Moore’s law

The knowledge era
* The data age
* Examples of intelligent solutions



The Hitchhiker's Guide to the Galaxy:
Phases of civilizations

1. 'How can we eat?"
2. 'Why do we eat?'
3. 'Where shall we have lunch?”

1. 'How can we define intelligence?"
2. 'Why do we need intelligence?"
3. 'Where shall we have intelligent solutions?”



What is intelligence?

* What is X?
« X=fire, light, life, intelligence, creativity, consciousness, ethics

 What is intelligence?
* Animal intelligence
* There are smart people ;-)
 Computation: complexity theories (there are hard problems)

* Application areas
* Expert systems
e Data mining (text-mining)
 Game playing
 Self-driving car, advanced driver assistance..



Animal intelligence

* A Pigeon Solves the Classic Box-and-Banana Problem
e https://www.youtube.com/watch?v=mDntbGRPeEU

* Are Crows the Ultimate Problem Solvers? | Inside the Animal Mind
* https://www.youtube.com/watch?v=cbSu2PXOTOc

e Causal understanding of water displacement by a crow
e https://www.youtube.com/watch?v=ZerUbHmuY04



https://www.youtube.com/watch?v=mDntbGRPeEU
https://www.youtube.com/watch?v=cbSu2PXOTOc
https://www.youtube.com/watch?v=ZerUbHmuY04

Dimensions of human
intelligence

Spd = speed; Mmr = memory; Att = attention; Fld = fluid
reasoning; Art = arithmetic reasoning; Alg = algebraic
reasoning.
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Spt = spatial ability; FgF = figural fluency; Scl = social reasoning; Alg = algebraic
reasoning;
Csl = causal reasoning; Drw = drawing ability; CnF = conceptual fluency.

Golino, H.F. and Demetriou, A.,
2017. Estimating the
dimensionality of intelligence
like data using Exploratory
Each cluster represents a dimension: cluster 1= armetic  Graph Analysis. Intelligence.

reasoning; cluster 2 = concepts n.1; cluster 3 = concepts n.2;
cluster 4 = sentence completion; cluster 5 = concepts n.3




rsiD Annotation
rs2490272 FOXO03 intronic
rs9320913 Intergenic
rs10236197 PDEIC intronic
rs2251499 Intergenic
rs36093924 CYPZ2D7 ncRNA_intr
rs7646501 Intergenic
rsd728302 EXOC4 intronic
rs10191758 ARHGAP15 intronic
rs12744310 Intergenic
rs66495454 NEGR1 upstream
rs113315451 CSE1L intronic
rs12928404 ATXNZL intronic
rs41352752 MEFZC intronic
rs13010010 LINCO1104 ncRNA_intr
rs16954078 SKAF1 intronic
rs11138902 APBA1 intronic
rs6746731 ZINFB38 intronic
rs6779302 Intergenic

Genetic factors and traits of intelligence

Alzheimer's disease
Depressive symptoms
Aitention deficit/hyperactivity disorder
Ever-smoker

Schizophrenia

Anxiety

Neuroticism

Waist-to-hip ratio

Cigarettes per day
Coronary artery disease
Insomnia

Major depressive disorder
Body mass index, adulthood
Waist circumference
Obesity, childhood

Body mass index, childhood
Type 2 diabetes

Asthma

Parkinson's disease
Subjective well-being
Bipolar disorder

Hip circumference

Birth length

Anorexia nervosa

Height

Birth weight

Autism spectrum disorder
Longevity

Head circumference in infancy
Intracranial volume
Smoking cessation
Educational attainment

O % o ® 9T 0 7 k& 0 .0
/\. /() /Q /Q /() O OY O OO0 O N

Sniekers, Suzanne, et al. "Genome-wide association meta-analysis of
78,308 individuals identifies new loci and genes influencing human
intelligence." Nature Genetics (2017).



What is Al?

Al approaches can be grouped as follows:

Thinking humanly

Thinking rationally

Acting humanly

Acting rationally

AIMA



Acting humanly: Turing Test

e Turing (1950) "Computing machinery and intelligence":
* "Can machines think?" = "Can machines behave intelligently?"
* Operational test for intellige=* "'~z 2l tmmitgptioe Fmme -

HUMAN
INTERROGATOR

* Predicted that by 2000, a machine might have a 30% chance of fooling a lay person for 5 minutes
* Anticipated all major arguments against Al in following 50 years
* Suggested major components of Al: knowledge, reasoning, language understanding, learning

AIMA



Thinking humanly: cognitive modeling

1960s "cognitive revolution": information-processing psychology

Requires scientific theories of internal activities of the brain

-- How to validate? Requires
1) Predicting and testing behavior of human subjects (top-down)

or 2) Direct identification from neurological data (bottom-up)

Both approaches (roughly, Cognitive Science and Cognitive Neuroscience) are now distinct from Al, but=>

Hassabis, Demis, et al. "Neuroscience-inspired artificial intelligence." Neuron 95.2 (2017): 245-258.

AIMA



Thinking rationally: "laws of thought"

Aristotle: what are correct arguments/thought processes?

Several Greek schools developed various forms of logic: notation and rules of
derivation for thoughts; may or may not have proceeded to the idea of mechanization

Direct line through mathematics and philosophy to modern Al

Problems:
1. Not all intelligent behavior is mediated by logical deliberation
2.  What is the purpose of thinking? What thoughts should | have?
=>» (Symbolic) reasoning is mainly for collaborative thinking!

AIMA



Acting rationally: rational agent

e Rational behavior: doing the right thing

* The right thing: that which is expected to maximize goal achievement,
given the available information

* Doesn't necessarily involve thinking — e.g., blinking reflex — but
thinking should be in the service of rational action

AIMA



Rational agents

An agent is an entity that perceives and acts

This course is about designing rational agents

Abstractly, an agent is a function from percept histories to actions:
[f: > 4]

For any given class of environments and tasks, we seek the agent (or class of agents) with
the best performance

Caveat: computational limitations make perfect rationality unachievable
— design best program for given machine resources

AIMA



Why do we need Al?

* Understanding human cognition
e Supporting and complementing human expertise
* No choice: data & knowledge exceeded the scope of human cognition

* Instead of human experts, it is
* slightly cheaper ;-), scalable, multiplicable,..

* Curiosity + optimism!



Factors behind intelligence explosion

* Computation
* Moore’s law

* Data
* Big data age
 Knowledge
* Publications, knowledge bases,...

* Technologies
* Artificial intelligence? Language understanding?
* Machine learning? Deep learning?



Computing power: Moore’s Law -

Transidors
Per Die

s Integration and
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1965, Gordon Moore, founder of Intel:
,The number of transistors that can be
placed inexpensively on an integrated
circuit doubles approximately every two
years ”... "for at least ten years"
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Computing power: Moore’s Law
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*10 um-1971
*6 um—1974
*3 um—1977
*1.5 um — 1982
*]l um — 1985
*800 nm — 1989
*600 nm — 1994
*350 nm — 1995
*250 nm — 1997
*180 nm — 1999
*130 nm — 2001

*90 nm — 2004
*65 nm — 2006
*45 nm — 2008
*32 nm —2010
*22 nm —2012
°14 nm - 2014
*10 nm -2017
*7 nm —~2019
*5nm-"~2021

2012: single
atom transistor
(~0.1n, 1A)
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https://en.wikipedia.org/wiki/10_%C2%B5m_process
https://en.wikipedia.org/wiki/6_%C2%B5m_process
https://en.wikipedia.org/wiki/3_%C2%B5m_process
https://en.wikipedia.org/wiki/1.5_%C2%B5m_process
https://en.wikipedia.org/wiki/1_%C2%B5m_process
https://en.wikipedia.org/wiki/800_nanometer
https://en.wikipedia.org/wiki/600_nanometer
https://en.wikipedia.org/wiki/350_nanometer
https://en.wikipedia.org/wiki/250_nanometer
https://en.wikipedia.org/wiki/180_nanometer
https://en.wikipedia.org/wiki/130_nanometer
https://en.wikipedia.org/wiki/90_nanometer
https://en.wikipedia.org/wiki/65_nanometer
https://en.wikipedia.org/wiki/45_nanometer
https://en.wikipedia.org/wiki/32_nanometer
https://en.wikipedia.org/wiki/22_nanometer
https://en.wikipedia.org/wiki/14_nanometer
https://en.wikipedia.org/wiki/10_nanometer
https://en.wikipedia.org/wiki/7_nanometer

Moore’s law: calculation/S
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120 Years of Moore’s Law

MECHANICAL VATCLlJJBUEM TRANSISTOR INTEGRATED CIRCUIT

NVIDIA TITAN X

GTX 480

IBM BLUE GENE

IBM ASCI
WHITE

IBM PC PENTIUM PC
CRAY 1
DATA GENERAL APPLE
NOVA SUN1  MACINTOSH

WHIRLWIND

B 1BM 360
DEC PDP-1

COLOSSUs

IBM TABULATOR
HOLLERITH
TABULATOR

ANALYTICAL
ENGINE

190p 905 7919 7915 935 925 793y 7935 794y 7945 795, 1955 196, 1965 795, 1925 798, 7985 199, 7995 200, 2005 201, 2075 20,

Year Source: Ray Kurzweil, DFJ
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Computing power and search: performance |
chess

# Név ElGpont
1 SugaR XPrO 1.2 64-bit 4CPU 3415  J. McCa rthy "Chess
| 2 Komodo 11.2 64-bit 4CPU 3402 as the Drosophila of

3 Houdini 5.01 64-bit 4CPU 3382 Al. [Artificial

IBM Deep Blue (1997) - Intel‘iﬂﬁ" 1990

Compartments

uuuuuuu

''''''
460 480 41


http://www.computerchess.org.uk/ccrl/4040/cgi/engine_details.cgi?print=Details&each_game=1&eng=SugaR XPrO 1.2 64-bit 4CPU#SugaR_XPrO_1_2_64-bit_4CPU
http://www.computerchess.org.uk/ccrl/4040/cgi/engine_details.cgi?print=Details&each_game=1&eng=Komodo 11.2 64-bit 4CPU#Komodo_11_2_64-bit_4CPU
http://www.computerchess.org.uk/ccrl/4040/cgi/engine_details.cgi?print=Details&each_game=1&eng=Houdini 5.01 64-bit 4CPU#Houdini_5_01_64-bit_4CPU

Chess as the Drosophila of Al

Chase&Simon: Perception in chess, 1973
Chi: Knowledge structures and memory development, 1978
Schneider: Chess expertise and memory for chess positions, 1993

Simons: How experts recall chess positions, 2012

Mér8 Laszld: Eszjarasok, 1990
* Kezdd, halado, mesterjelolt, nagymester



Data: Big data in life sciences

Healthcare Industry is dealing with data overload

Exogenous data
(Behavior, Socio-economic, Environmental, ..

6000 of determinants of health = s 1 1 OO Terabytes

Volume, Variety, Velocity, Veracity == - Generated per lifetime

Genomics data

300/0 of detemminants of health - 7 6 TB

Per lifetime
Volume

Wearable Unit
Clinical data —"
1 oo/O of deteny e . u 3 SRR 0.4 TB articulation

4 Per lifetime - -
Variety s ies o ‘ECG(Elnthoven’s triangle) AVR |

Thoracic respiration

o Jindat ve Cordodrbon of Mabp by Duderms ot A Han' b

3%/ Watson Health EMG |~
triceps

Elbow
articulation

T
Eabric Electrodes
& Sensors
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Linking Open Data cloud diagram 2017, by Andrejs Abele, John P. McCrae, Paul Buitelaar, Anja

Jentzsch and Richard Cyganiak. http://lod-cloud.net/



E-science, data-intensive science

All Scientific Data Online
» Many disciplines overlap and
use data from other sciences
+ Internet can unify Literature
all literature and data
, Derived and
+ Go from I[terature o Recombined Data
computation to data
back to literature
+ Information at your fingertips Raw Data
for everyone-everywhere
+ Increase Scientific Information Velocity
* Huge increase in Science Productivity

29



Methods: new learning methods
ARTICLE

Mastering the game of Go with deep
neural networks and tree search

David Silver'*, Aja Huang'*, Chris J. Maddison!, Arthur Guez!, Laurent Sifre', George van den Driessche!,

Julian Schrittwieser!, loannis .'Jintnlmglﬂu‘_. Veda Panneershelvam', Marc Lanctot!, Sander Dieleman!, Dominik Grewe!,
John Nham?, Nal Kalchbrenner?, Ilya Sutskever?, Timothy Lillicrap', Madeleine Leach!, Koray Kavukcuogha!,

Thore Graepel' & Demis Hassabis!

LETTER

Human-level control through deep reinforcement
learning

Volodymyr Mnih'#*, Koray Kavukcuoglu'*, David Silver'*, Andrei A. Rusu', Joel Veness', Marc G. Bellemare', Alex Graves',
Martin Riedmiller', Andreas K. Fidjeland', Georg Ostrovski', Stig Petersen', Charles Beattie’, Amir Sadik', Toannis Antonoglou’,
Helen King', Dharshan Kumaran', Daan Wierstra', Shane Legg' & Demis Hassabis'

doi:10.1038/ nature 16961

doi:10.1038/naturel4236
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Al prehistory

* Philosophy Logic, methods of reasoning, mind as physical
system foundations of learning, language,
rationality

 Mathematics Formal representation and proof al§orithms,
computation, (un)decidability, (in)tractability,
probability

* Economics utility, decision theory
* Neuroscience physical substrate for mental activity

e Psychology phenomena of perception and motor control,
experimental techniques

 Computer building fast computers
engineering

* Control theory design systems that maximize an objective
function over time

* Linguistics knowledge representation, grammar

https://en.wikipedia.org/wiki/History of artificial intelligence
https://en.wikipedia.org/wiki/Timeline of artificial intelligence

AIMA


https://en.wikipedia.org/wiki/History_of_artificial_intelligence
https://en.wikipedia.org/wiki/Timeline_of_artificial_intelligence

The physical symbol system hypothesis

* A.Newel&H.A.Simon (1976): , A physical symbol system (PSS) has

* the necessary and

* sufficient
* means for general intelligent action.”

e ,GOFAI”: good old-fashioned Al

e PSS + search
* General Problem Solver (GPS)

Newell, A., Shaw, J.C. and Simon, H.A., 1959, June. Report on a general problem solving program. In IFIP

congress (Vol. 256, p. 64).
Simon, H.A. and Newell, A., 1962. Computer simulation of human thinking and problem solving. Monographs of

the Society for Research in Child Development, pp.137-150. AIMA



Milestones and phases in Al/ML

Computer

Computational
complexity

Knowledge
representation

Expert
systems

Thresholds of
knowledge

A=A
learnig

Statistical
complexity

general

/Ar\tific[ial\
ﬁllige\y

e ~1930: Zuse, Neumann, Turing..: ,instruction is data”:

Laws of nature can be represented, , executed”/simulated with modifications, learnt
Knowledge analogously: representation, execution, adaptation and learning

1943 McCulloch & Pitts: Boolean circuit model of brain

1950 Turing's "Computing Machinery and Intelligence"

1956 Dartmouth meeting: the term "Artificial Intelligence”
1950s Early Al programs (e.g. Newell & Simon's Logic Theorist)
The physical symbol system hypothesis: search

1965 Robinson's complete algorithm for logical reasoning

1966—73 Al discovers computational complexity
Neural network research almost disappears

1969—79 Early development of knowledge-based systems
The knowledge system hypothesis: knowledge is power

1986- Neural networks return to popularity

1988- Probabilistic expert systems

1990- Kernel methods

The ,,big data” hypothesis: let the data speak
1995-2006/2009/2012 Emergence of machine learning

The artificial general intelligence hypothesis:

~2010-... Deep learning, GPUs, reinforcement learning, machine teaching, explainable

Al, provably beneficial Al,...

AIMA



State of the art: ©

* Deep Blue defeated the reigning world chess champion Garry Kasparov in 1997
* Proved a mathematical conjecture (Robbins conjecture) unsolved for decades

* No hands across America (driving autonomously 98% of the time from Pittsburgh
to San Diego)

* During the 1991 Gulf War, US forces deployed an Al logistics planning and
scheduling program that involved up to 50,000 vehicles, cargo, and people

* NASA's on-board autonomous planning program controlled the scheduling of
operations for a spacecraft

e Proverb solves crossword puzzles better than most humans
* Google search/car/face recognition/...

AIMA



IBM Watson (2011): Jeopardy

* IBM Grand Challenge

e 1997: Deep Blue wins human champion G. Kasparowv.
* 1999-2006<: Blue Gene, protein prediction
* 2011: Watson

* Natural language processing
* inference
 Game theory




Machines playing Civilization

* Teaching + Learning: learning from manual and from practice

1D uEin's Monte-Carlo Search
T |
C’VIIWION] ] Try many candidate actions from current state & see how well they perform.

Current game state

j]

m—{{{{m

m

preface

Built-in Al | 0%

L
m——{{n

o al
Instruction Manu

your
f the game

© 4 of a single band
This is 2

Game only
t
At the start ©
civilization consists

. S.
of wandering nomad

17.3%

O
w00 @

Latent variable

a
8
o
5
o
o
=R
o
[l
.
g
El
= 3
= o
Y
r
<
23
®
w2
- O
o

Sentence relevance
Game scores 0.1
ion Of \[OUT
! OnStY:ai:;E \ocations

Full model
jally Learning to Win by Reading Manuals in a Monte-Carlo Framework
i ities, especid
i ich to build ¢ .
‘no\\::h;'frst city, s one of atllem e
anportant decisions you m
; - - -

=]
>
e
N
w
w

46.7%

53.7%
S.R.K. Branavan David Silver * Regina Barzilay

Computer Science and Artificial Intelligence Laboratory

0% 20% 40% 60%
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{branavan, regina}@csail.mit.edu

d.silver@cs.ucl.ac.uk
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Playing computer games

Convolution Convolution Fully connected Fully connected
- - - -
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LETTER

doi:10.1038/nature14236

Human-level control through deep reinforcement
learning

Volodymyr Mnih"*, Koray Kavukcuoglu'*, David Silver™®, Andrei A. Rusu', Joel Veness', Marc G. Bellemare', Alex Graves',
Martin Riedmiller', Andreas K. Fidjeland', Georg Ostrovski', Stig Petersen', Charles Beattie', Amir Sadik, loannis Antonoglou®,
Helen Kingl, Dharshan Kunmmnl, Daan Wierstml, Shane Leggl & Demis Hassabis!




GO

:U+ AlphaGo

* Google DeepMind
* Monte Carlo tree search T
e 2016:9 dan ,!3.:.,’

2017: wins against human champion

ARTICLE

doi:10.1038/ nature 16961

Mastering the game of Go with deep
neural networks and tree search

David Silver', Aja Huang'*, Chris J. Maddison!, Arthur Guez', Laurent Sifre!, George van den Driessche!,

Julian Schrittwieser!, Ioannis Antonoglou!, Veda Panneershelvam’, Marc Lanctot!, Sander Dieleman!, Dominik Grewe!,
John Nham?, Nal Kalchbrenner?, Ilya Sutskever?, Timothy Lillicrap', Madeleine Leach’, Koray Kavukcuoglu',

Thore Graepel' & Demis Hassabis’



Poker: Libratus

* 2017: Carnegie Mellon University Ml: Libratius

* Pittsburgh Supercomputing Center:

e 1.35 petaflops computation
e 274 Terabytes memory

BRAINS VS. ARTIFICIAL INTELLIGENCE

Hands Dealt: 115,756/120,000

BRAINS : ($1,560,189) LIBRATUS : $1,560,189

DONG KIM : ($84,054) JASON LES : ($862,347)
LIBRATUS : $84,054 LIBRATUS : $862,347
JIMMY CHOU : ($338,347) DANIEL MCAULAY : ($275,441)
LIBRATUS : $338,347 LIBRATUS : $275,441

Parentheses indicate a negative number.




Vision: YOLO

* YOLO (you only look once)

person : 0.992

https://www.ted.com/talks/joseph redmon how a computer learns to recognize objects
instantly#t-409586



https://www.ted.com/talks/joseph_redmon_how_a_computer_learns_to_recognize_objects_instantly#t-409586

Emotion detection, sentiment%

Training Procedure Human-label Samples
Input image sequence

(Training set Expression
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https://www.ted.com/talks/rana_el_kaliouby_this_app_knows_how_you_feel_from_the_look_on_your_face

Walking, movements




Real-time translation

BABEL FISH

DIGESTIVE NERVE CHORD ENERGY ABSORPTION FILTER,

TELEPATHIC EXCRETOR BRAIN

EXTENDABLE
SIG

SIGNAL ; UNCONSCIOUS
/ LIVER FREQUENCY
DIGESTION  CONSCIOUS SENSORS
GILL RAKERS  HEART FREQUENCY SENSORS
THE BABEL FISH IS SMALL, YELLOW, LEECHLIKE,
AND PROBABLY THE ODDEST THING IN THE UNIVERSE.

IT FEEDS ON BRAIN WAVE ENERGY, ABSORBING Al..

D.Adams: Galaxis utikalauz stopposoknak
Hitchhiker's Guide to the Galaxy"

Pilot Translating Earpiece


https://port.hu/adatlap/film/tv/galaxis-utikalauz-stopposoknak-the-hitchhikers-guide-to-the-galaxy/movie-68250

Clinical decision support
systems

@Usofhose attributes fo Guidelines Search a corpus of

find candidate freatment evidence data to find

options as determined by Naionad supporting evidence for

consulting NCCN Comgochonsive each option

Guidelines NCCN o

Network*
Candidate Treatment Evidence
Patient Case Opfions : « Inclusion / excluson
1 r criteria

+ Co moricities

Contraindications

h FDA risk foctars 3
MSK prefered %:
freatments &= 'f——':'

L
N

41 yfo woman s/p
mastectomyishere to

discuss freatment options
for arecently dagnosed
4.2 cmgrode 2 nfitrating

ducta carcinoma... Key Case
Aftributes

.

.

Supporting | « Other guidelinas
Evidence | * Publshed iterature -
studies, reparts, opinions
from Text Books,
Joumais, Manudis, etc.

©

Extract key affributes
from a patient's case
Prcrifized Treatment Use Watson's analytic
Options algorithms to prioritize
+ treatment options based
Evidence Profile on best evidence.

Watson for Oncology — assessment and advice cycle
www.avanteoconsulting.com/machine-learning-accelerates-cancer-research-discovery-innovation/



Political analytics: MoglA

 ~,big data failed, Al correctly predicted the upset victory” (correct
prediction of election in the US 3 times in a row)




Automated essay scoring (AES

Analysis Phase
Comparison Material Creation Scoring Model Creation
Course Materiais Dimension Document Vector
1 Reduction Creation
/ Pre-scored Essays
i Binn
5 Word- 2 PT
: = o LDA
- y T
MmE context H
Component e : \— MLP Component
S e
: Wiord-by-
D G
H Matrix
: Grade Category Definition
' Grade Category Similarity
: Limnit Camputation Comparison
) i
Seoring Model
Validation
Diocument Vector Grading /
Creation Scoring Model
Ezzay= To Be Graded Optmalty
r j H Reduced Similarity Grade
- - Word-by- | | comparison CE?EEDW
Context Limits
MLP Component Matrize o




University entry exam: Todai robot

http://21robot.org/?lang=english

Natural Language Processing
Image Recognition

Frame Problem 1980s  Speech Recognition
Symbol Grounding Problem PEERED Gl Robotics
Subdivision 1990s
Rise of Machine
Learning

Information Explosion
mprovement of Hardware

+IBM Watson

“Can a Robot Get Into'the
University of Tokyo” Alara

| ]
Question Answering \L | Ratiocination \K

Deep Semantic Recognition e et on \

| i (according to Images)
(Textual Entailment etc..) Unification of Image and Text

“The cart of the mass Mis =B 2
running by the horizontal y =%+ 9% + kx

initial velocity V0.....] xy =128

Search of the Source of
Knowledge

Understanding and
Processing of Formula

“Cobden and Bright
organized Anti-Corn Law
League”

“Cobden and Bright
asserted abolition of the
Corn law alliance. =



http://21robot.org/?lang=english

Legal applications of Al

e Juridical decisions:
 Human experts: 66% identical decision.

e Katz, D.M., Bommarito Il, M.J. and Blackman, J., 2017. A general approach for
predicting the behavior of the Supreme Court of the United States. PloS one,
12(4), p.e0174698.

e 1816-2015 esetek
* 70%< accuracy

* COMPAS CORE



http://www.jstor.org/stable/4099370
http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0174698

September 11, 2019

Beauty.Al

Welcome to the First International Beauty Contest
Judged by Artificial Intelligence
Beauty.Al 2.0

Be the First Beauty Queen or King
Judged by Robots

GETITON

P> Google play

http://beauty.ai/
. A beauty contest was judged by Al and the robots didn't like dark skin, Guardian

. Another Al Robot Turned Racist, This Time At Beauty Contest, Unilad

49


http://beauty.ai/

Chatbot: Tay

September 11, 2019

* Turing-test, Loebner-prize

* Tay was an artificial intelligence chatterbot
released by Microsoft Corporation on March 23,
2016. Tay caused controversy on Twitter by
releasing inflammatory tweets and it was taken
offline around 16 hours after its launch.ltl Tay was
accidentally reactivated on March 30, 2016, and
then quickly taken offline again.

50


https://en.wikipedia.org/wiki/Artificial_intelligence
https://en.wikipedia.org/wiki/Chatterbot
https://en.wikipedia.org/wiki/Microsoft_Corporation
https://en.wikipedia.org/wiki/Twitter
https://en.wikipedia.org/wiki/Tay_(bot)#cite_note-bbc_swear-1

Reproduction of artistic style

e Gatys, L.A., Ecker, A.S. and Bethge, M., 2015. A neural algorithm of
artistic style. arXiv preprint arXiv:1508.06576.




Automated scientific discovery

m Langley, P. (1978). Bacon: A general discovery system.

u...

...

= R.D.King et al.: The Automation of Science, Science, 2009

mSparkes, Andrew, et al.: Towards Robot Scientists for autonomous scientific
discovery, 2010

ﬂ":l(— ll —— g .




Humour?

Text to Speech

Speech to Text @ Dialog
Natural Language
Visual Recognition Classifier

© Randy Glasbergen
glasbergen.com

m—GLASBEFGEN

“Artificial intelligence is when you get a college degree,
but you’re still stupid when you graduate.” b -‘



summary

* Driving forces of Al
* Logic
 Computational theories

* Complexity theories
e Computational linguistics

* Computing power

e Data flood

* Scalable probabilistic reasoning
e (Machine) learning theories

e Causality research

e State of the art of (narrow) Al
* Next lecture: beyond narrow Al: AGI

* Suggested reading:
Russell, S., 2017. Artificial intelligence: The future is superintelligent. Nature, 548(7669), pp.520-522.



