
Abstract _ In this paper we study the properties of existing non-
parametric methods for estimating the plant and noise transfer
functions of a linear dynamic system. The analysis is based on
the recent insight that leakage errors in the frequency domain
have a smooth nature that is completely similar to the initial
transients in the time domain. This not only allows us to under-
stand better the existing classic methods, but also opens the
road to new better performing algorithms. The paper includes
the output error setup, the errors-in-variables setup, and meas-
urements under feedback conditions. Eventually, some of the
methods are illustrated in the analysis of a vibrating metal
beam.1

I.  INTRODUCTION

The aim of system identification is to provide a
mathematical model for a dynamic system starting from
measured inputs and outputs. Consider a linear dynamic
discrete time system

(1)

as shown in Fig. 1 with  the backwards shift operator
( ), and  white noise. In the standard
identification problem, a linear dynamic model is identified
for the system , together with a model  to describe the
power spectrum  of the disturbing noise
source . In the more general case, also the input

measurement is disturbed with additive noise. A lot of the
standard identification literature is focussed on the
parametric identification problem, aiming to deliver a
parametric plant and noise model, respectively  and

, with  the model parameters [1],[2]. This work is
mainly done using a time domain formulation. In the more

recent frequency domain formulation [3], [4] the parametric
noise model  is replaced by a nonparametric noise
model, describing the noise  by its variance contribution

 at the  frequency, with  
(continuous time systems) or  (discrete
time systems). Additionally, the parametric plant model

 can be replaced by its nonparametric frequency
response function (FRF) representation . This leads
to a full nonparametric approach of the identification
problem. 

Even if parametric modeling is the final goal, the
nonparametric modeling step can be a very interesting
intermediate step for many reasons. Nonparametric methods
are non-iterative and require no user interaction. As such
they are an easy and fast possibility to get a first impression
of the complexity of the modeling problem, providing the
user with the FRF of the plant and the power spectrum of the
disturbing noise. This allows the quality of the
measurements to be verified at a very early stage of the
experiment, giving the user the opportunity to improve the
experiments if necessary. It is even possible to check for the
presence of nonlinear distortions and to analyze their level
and nature before starting a more demanding parametric
identification process [5], [6]. The FRF is also a very
attractive tool for model validation/selection purposes.

Measuring the impulse response or FRF of a linear
dynamic system together with its variance is an old problem
that is considered to be well solved and completely
understood. Time domain methods [7], [8], and frequency
domain methods [9], were proposed [10]. In this paper we
focus on the frequency domain approach. The book [9] is a
popular and classic reference work providing a thorough
theoretical analysis. The major disadvantage of the
nonparametric frequency domain approach is the presence
of leakage that is intrinsically linked to the time-frequency
domain transform. Even in the absence of disturbing noise,
the FRF-measurements can be corrupted by these errors due
to windowing effects: only a finite length record can be
measured and processed. One possibility to get around these
problems is to measure an integer number of periods of the
steady state response of the system to a periodic excitation.
This requires that the systems transient response decayed
well below the noise level, which is done at a cost of lost
measurement time since the transient information can not be
used. Moreover, in many applications the user wants to stick
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Fig. 1: Time domain representation of the simplified problem.
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to random excitations, sometimes for technical reasons,
sometimes by tradition in a given application field.

Until the 80’s, leakage errors on FRF-measurements were
studied at the input and output signal level, without
considering the linear system relation between the input and
output [9], [10]. In a series of papers [12], [13], [14], [15], the
importance of this relation was recognized: in FRF-
measurements, the errors are due to unknown past inputs and
missing future outputs. Both effects are highly structured,
with smooth frequency characteristics. It is this key
observation that leads to a new analysis of the existing
methods, and to new better performing methods to measure

 and . An early attempt to use this insight
for reducing the impact of leakage errors is presented [12],
accounting explicitly for past inputs at a cost of an increased
variance [16]. Alternatively, it is possible to compensate for
the end effects, using an initial estimate of the impulse
response which reduces also the leakage errors [15],[17]. The
major disadvantage of these methods is their assumption that
each processed (sub)record is longer than the dominating part
of the impulse response. In this paper, two other approaches
will be followed to remove the leakage errors. In the first
approach, ‘non-smooth excitations’ called ‘rough’ signals,
defined more precisely later in this paper, will be used to
separate the ‘smooth’ leakage part from the rest of the signal.
The second approach relies on the use of periodic signals.

Spectral analysis methods [18], that model the power
spectrum of a random signal, can be viewed as a special case
within this framework where the system  in (1) is zero.
This will allow the classical windowing methods [19] to be
considered in the same framework. It will turn out that
windows basically differentiate the signals to remove the
smooth leakage errors, so that only the rough noisy part
remains. This is done at the cost of an additional interpolation
error because measurements at neighbouring frequencies are
combined. Different windows make a different balance
between the leakage and the interpolation error. 

Table 1 gives a schematic overview of the problems that
will be discussed in this paper, as a function of the available
measurements shown on the system in Fig. 4:  the reference
signal,  the exact or disturbed measurement of the input,
and  the disturbed measured output.

We will not focus on the technical details nor proofs, but
we rather want to make the reader aware of the very powerful
methods that are developed recently. At the same time, we
present a general framework that allows the new and the old
methods to be linked, and that gives a generic understanding
of many classic results. We first give a precise definition of
the setup and the assumptions on the signals, the disturbing
noise, and the system. Next we consider the output-error
setup for rough signals (Part I) and periodic signals (Part II),
followed by the errors-in-variables setup, including feedback,
in Part III. 

II.  PROBLEM STATEMENT AND ASSUMPTIONS

In this section, we give the formal setup and definitions that
will be used in this paper.

A. Time-frequency transform

The results in this paper will be reported in the frequency
domain, while the measurements are made in the time
domain. Consider a sampled signal , measured at

 (the sample period is normalized to 1 for
simplicity). The discrete Fourier transform spectrum (DFT) is
then defined to be:

. (2)

The frequency index  refers to the frequency
, with  the sample frequency, and 

the frequency resolution of the DFT-spectrum. Remark that
 (in mean square sense) for filtered white

noise. ‘Ordo’  stands for an arbitrary function with the
property that , for example  stands
for a variable that decreases towards zero with a rate of

. Under very weak conditions, it can be shown that
 is asymptotically complex normally distributed, and

 are asymptotically independent. For example,
,  with  the complex

conjugate of , and  the expected value [3].

B. Setup

Consider a discrete or continuous time linear dynamic
SISO system  that can be captured in a (nonlinear) stable
feedback loop (see Fig. 4). In some of the references that we
use in this paper, it is assumed that the system is stable and
causal, however, the proofs in those papers can be
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generalized to the unstable case by allowing for non-causal
systems [20], [21]. 

Assumption 1 (System): The system  is a single input

single output system that is allowed to be unstable if

captured in a stabilizing feedback loop.

C. Rough signals

Depending upon the method that we will discuss, some
assumptions will be imposed on the excitation signal .
The basic idea that is used in many methods is that the
leakage errors have a smooth DFT-spectrum while this is not
so for the excitation. The difference of the excitation
spectrum, for example  should not vanish
to zero (the probability that it remains in the same order of
magnitude as  should be 1), even if the record length

, and the corresponding frequency resolution .
This is formalized in the definition of rough signals below.
Due to its smooth spectrum, a transient response is not a
rough signal, the ‘normalized’ difference of the transient
spectrum  (assuming that

).

Definition 1: (Rough excitation of order n): The signal 

with DFT-spectrum  is called rough of order  at fre-

quency  if it meets the following requirement:

, (3)

An  is an  in probability, 

 , 

and . 

This ensures that the DFT-spectrum  is not smooth so
that it is not eliminated when a window is applied. A special
case of such a signal is filtered white noise, but also
deterministic signals can be rough, for example, a   multisine
with random phases [3]. A swept sine excitation with period

 that sweeps from  to  is not rough at all
frequencies. 

D. Excitation signal

Depending on the method that will be applied, the
excitation signal should meet some constraints. These are
specified below:

Assumption 2 (Excitation signal):  is a signal with

existing moments up to order 4, and has a DFT-spectrum

 that is an . 

Depending on the situation, some of the additional
assumptions that are collected in Assumption 3 should be
met. These will be specified where needed.

Assumption 3a, b, c (Excitation signal, technical

assumptions)

a)  is a rough signal of order  at frequency .

b)  is a periodic signal with period  with 

 the sample period, and  samples per 

period.

c)  has existing moments up to any order

Assumption a) is needed to be sure that the excitation signal

and the corresponding output are rough enough in order to

separate it from the smooth transient behaviour. Assumption

b) will be imposed in the sections dealing with periodic exci-

tations. Assumption c) is needed to get asymptotic normal

distributed estimates for an increasing number of averages.

Existing moments up to order 4 implies that the estimated 2nd

order moments will converge for an increasing number of av-

erages.

E. Disturbing noise

To study the noise properties of the methods, two situations
are considered depending on whether the input is exactly
known (OE) or not (EIV). The following assumption on the
disturbing noise is made:

Assumption 4 (Noise): the measurements are disturbed by

additive filtered white noise  with  an

i.i.d. random noise signal with existing moments up to order

4. 

Depending on the situation, some additional assumptions
on the noise are imposed. These are collected in Assumption
5.

Assumption 5 a, b, c Noise: additional properties

a) OE: the measured output is , the 

input is exactly known.

b) EIV: the measured input and output are disturbed by 

noise:  and . The 

noise disturbances  can be mutually dependent.

c) Filtered white noise: the disturbing noise source(s) are 

filtered white noise: 

d) The disturbing noise has existing moments up of any 

order

III.  LEAKAGE REVISITED

In this section we study the relation between the DFT-
spectra of two signals  that are related by a linear
dynamic system:

. (4)

The signals are sampled over a finite interval
. Then it is shown [3], [22] that the

following relation holds between the DFT-spectra at the
generalized frequency :

(5)
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where  is the system transfer function, and  is
a generalized transient term due to beginning and end effects
induced by the finite measurement time. Although we will
make no explicit use of it, it can be observed that  and 
have the same poles. Under Assumption 2, the transient

 is an . Most important is to notice that not
only , but also the ‘leakage’ contribution  is a
continuous function of the frequency. This shows that
leakage is a highly structured effect with a smooth behaviour.
This is the key observation that will not only be used to
understand the existing methods but also to develop new
methods. A detailed time-domain interpretation of these
effects is given in [17].

 Part I: The Output-Error setup for random 

excitations
In the first part we focus on the output-error problem,

assuming that one of the signals, called the input , is
known exactly, while the output is disturbed by noise

. Without any loss of generality we
assume for simplicity a single-input-single-output (SISO). In
this part, three problems will be discussed: first we discuss
how to measure the FRF starting from . Next we discuss
how to estimate the power spectrum  from  and ,
knowing that there exists a linear relation between  and

. Finally, it is discussed how a nonparametric spectral
estimate can be obtained from .

IV.  THE CLASSICAL FRF-MEASUREMENT 

APPROACH: WINDOWING METHODS

A. Introduction

In this section we deal with the estimation of the FRF of the
system  using random excitations, assuming that the
excitation-Assumption 3a (rough signal) is valid. First we
consider the situation without disturbing noise distortions
( ) to focus completely on the impact of leakage
errors on the FRF-measurements. Under these conditions, the
estimated FRF  will still be a random variable, and its mean
value and bias will be calculated. If in addition to Assumption
3a, also Assumption 3c is valid, it can be shown that  will
be asymptotically normally distributed.

B. Intuitive approach

The simplest idea to measure the FRF is a division of the
output and input spectrum:

. (6)

This estimate is also called the empirical transfer function
estimate ETFE [1]. Equation (6) reveals the basic problem
with this direct approach: the presence of the leakage term

 that is significantly amplified at those frequencies
where  is very small. Since for random excitations

 is a zero mean complex normally distributed random

variable, its amplitude  can become arbitrary small at
some frequencies, and the error    becomes
unbounded leading to a non-existing variance [23]. 

C. Averaging procedure for random excitations

To avoid an unbounded variance of the estimated FRF, the
expression (6) is first modified to get a non zero mean for the
denominator, and next an average is calculated before the
division is made. For that reason the input-output records are
split in  sub-records,  , with
length  each, and the averaged estimate is:

. (7)

with

 (8)

the sample estimates of the cross- and auto-spectrum. In the
limit  in (6) is replaced by  in (7), and the
asymptotic expression is

 . (9)

The stochastic properties of are well known [9], [3],
[23]. The limit value  does not equal the exact
value  due to the presence of leakage errors.

D. Reducing the leakage errors using a Hanning window

To reduce the leakage effects, the sub-records are
multiplied with a window  which reduce the edge effects.
The original DFT-spectra are replaced by the windowed
DFT-spectra . In the spectral domain,
the windowed spectrum is retrieved by making the
convolution between the DFT-spectrum  and the DFT-
spectrum  of the window:

, (10)

where  is the spectral width of the window. The most
popular window is the Hanning-window with

, or
. The relation between the

DFT-spectrum and the ‘Hanning-spectrum’ is:

. (11)

Observe that this is nothing than a double difference of the
original spectrum. In (5), the term  is not a
smooth function of  for random excitations, but  is.
Using a Taylor expansion, it can be rewritten as
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(12)

with  an  because also  is an ,
and the frequency step is  with  the sample frequency.
Differencing the output spectrum  twice as is done with
a Hanning window eliminates the first two terms in the
Taylor series expansion (12), and reduces the leakage term
from an  to an . 

However, the window introduces in relation (5) a new
interpolation error because  is varying with the
frequency. In the differencing process

 at the frequencies
 are combined, and replaced by the value

 to get the relation

  (13)

This interpolation error is an  because  is an
 that is a smooth function of the frequency. So by

applying a Hanning-window in the spectral analysis, the
leakage error is reduced from  to , but a
new interpolation error of  will mostly dominate the
results. 

The behaviour of the Hanning-window and alternatives are
studied in detail in [24], [25]. In this paper the bias and
variance contributions to the FRF-measurement of these
errors is also quantified (See Table 2).

E. Alternative windows: the Diff-window

From the previous analysis, it follows that a Hanning-
window replaces the dominating leakage error by a
dominating interpolation error using a double difference. A
similar effect can also be obtained by making only a single
difference. The major advantage is that only two spectral
lines are combined instead of three, so that the interpolation
error will be smaller, while the leakage term  will still be
reduced to . This leads to the definition of
the Diff-window:

. (14)

With the DIFF-window, the FRF is calculated at the middle
frequency . An alternative to
avoid this frequency shift is to use the half-sine-window [24].
It is shown that this window has the same properties as the
DIFF-window, but it avoids the frequency shift. 

An overview of the bias and variance errors on the FRF-
measurements using the rectangular (do-nothing-window),
DIFF, and Hanning-window is given in Table 2. It is not
possible to make a generally valid best choice between the
Diff- and the Hanning-window. In those frequency bands
where the interpolation error dominates (typically around the

resonance frequencies), the Diff window will perform better.
However, around transmission zeros, the leakage errors often
dominate and in that case the Hanning window will
outperform the diff-window.

F. Impact of disturbing noise

The impact of additive disturbing noise  is studied in
the OE-framework (Assumption 5a) with a noise variance

 at frequency . If in addition, Assumption 5d holds,
the estimates will be asymptotically normally distributed
estimates, otherwise only the convergence of the variance
estimates is guaranteed.

The variance induced by the disturbing noise is: 

. (15)

This expression is the same for the three window-methods
(rectangular, DIFF, Hanning). Moreover, for filtered white
noise excitations, the asymptotic ( ) normalized value
of  is not affected by the choice of the window in
those frequency bands where the noise filter has no weakly
damped pole or transmission zero. At a sharp resonance peak
of the noise filter the Diff window will be better than the
Hanning window (smaller interpolation error). At a
transmission zero of the noise filter, the Hanning window will
be the best choice (leakage term dominates).

G. Additional noise and leakage reduction using 

overlapping windows

The variance that is induced by the leakage and the
disturbing noise can be further reduced by using overlapping
sub-records. This idea was initially used in spectral
estimation [26], but it is later also applied to FRF estimation
without much further analysis. Recently a number of studies
were published [24], [28] that analyse the impact of
overlapping on the variance of FRF-measurements in more
detail. Traditionally an overlap of 50% is used, but the recent
analysis [24] showed that optimal results are obtained for a 2/
3th overlap or even higher, resulting in an additional 30%
reduction of the systematic and stochastic errors that are
induced by leakage. Using a 2/3th overlap, a reduction in
leakage induced variance with a factor of 3 can be obtained
(except at the zero and folding frequencies) compared to the
non-overlapping situation. The variance due to the
measurement noise is reduced with about a factor two. These
numbers depend slightly on the window type [24].

H. Conclusion

The insight into the smooth nature of leakage errors gives a
simple tool to understand better the behaviour of different
windows. Moreover, this insight has been used to propose a
new window, the DIFF-window. In the next Section, it will be
used to develop a new method.
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V.  AN IMPROVED FRF-ESTIMATION METHOD: THE 

LOCAL POLYNOMIAL METHOD

In this section we propose a nonparametric method to
estimate the FRF using local polynomial models. These allow
to make optimal use of the smooth behaviour of  and 
to eliminate both the leakage and interpolation errors. This
results in superior properties compared with the classical
windowing approaches. A detailed description of the method
for the multiple-input-multiple-output case is given in [20],
here we restrict the scope again to the SISO-situation. In the
previous section, we used  sub-records of length . It
should be emphasized that the local polynomial method is
always applied to the DFT-spectrum of the full data record
with length , without splitting it into sub-records.

A. General relation between the DFT-spectra

In this section we start from the full OE-expression
, and consider again the

equivalent relation for the DFT-spectra, but this time applied
to both the plant  and noise term

:

(16)

where the generalized transient term
 accounts for the

leakage of the plant and noise dynamics. The remaining noise
term is  (Assumption Assumption 5a
and c), with  circular complex white noise [3]. The terms

 and  are an . 

B. Local polynomial method: a local linear-least-squares 

estimate

Making use of the smoothness of  and , the following
Taylor series representation holds for the frequency lines

, with .

. (17)

Putting all parameters  and the parameters
of the Taylor series ,  in a column vector

, and their respective coefficients in a row vector 
allows (16) to be rewritten (neglecting the remainders) as:

 , (18)

Collecting (18) for  finally
gives

, (19)

with  the values of ,
stacked on top of each other. Observe that the matrix 
depends upon . Solving this equation in least square sense
eventually provides the polynomial least squares estimate for

. In order to get a full rank matrix , enough
spectral lines should be combined: . The smallest
interpolation error is obtained for .

C. Stochastic properties of 

A detailed analysis of the stochastic properties is made in
[20] showing the following results.

Bias

, (20)

with  the remaining leakage
error, and  the
error due to the polynomial interpolation over the 
frequencies.

Variance due to leakage and disturbing noise

The variance in the absence of disturbing noise ( ) is
given by:

, (21)

with  respectively the variance of the
interpolation and leakage error.

The variance induced by disturbing noise turns out to be
 dB smaller than for the Hanning based method (for the

setting  and ),

D. Discussion

The polynomial method is a very powerful method. The
optimal choice for  is case dependent. The interpolation
error increases with , and hence grows proportionally to
polynomial order . So  should be chosen not too high.
However, the leakage error drops with  so that its value
should be high enough. A good compromise is . A
comparison with the errors of the window methods for the
noiseless case is given in Table 2. This table clearly shows the
superior properties of the polynomial method. The price to be
paid for these better properties is a more involved calculation.
However, due to these better properties it is possible to reduce
the measurement time because shorter data records can be
used. While computation power is becoming cheaper over the
years, measurement time remains expensive in many
applications which favours the use of the polynomial method
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in the future. It can also be remarked that these methods do

not only remove leakage effects, also other smooth errors like
drift [27] will be suppressed.

VI.  SPECTRAL ANALYSIS OF THE DISTURBING 

NOISE ON THE OUTPUT OF A LINEAR DYNAMIC 

SYSTEM

Besides obtaining a good estimate for the FRF, it is also
important to estimate the power spectrum of the noise. In a
nonparametric modelling approach, the estimated variance

 can be used. These estimates also suffer from the
leakage. As can be seen from (16), the DFT-spectrum

 is also
disturbed by the leakage term . What is really needed
is information on the leakage free contribution:

 . (22)

It is clear that this problem is very similar to the estimation
of the FRF, but this time we focus on the disturbing noise
term. We first consider again the classical spectral approach,
based on the estimated auto- and cross-correlation spectrum
in combination with the possible choices for the window.
Next we estimate  from the least square residuals of
the polynomial method. The analysis of the stochastic
properties will be done starting from (16).

A. Window-based methods

The start of the window methods is the observation that the
disturbing noise can be estimated via the coherence [9], [29]:

. (23)

However, for finite length measurements, the sample
estimates (8) for the cross- and auto-spectra in (23) are
disturbed with leakage. For that reason, the use of the
windowed spectra is also popular in this case. Estimating the
noise variance demands the use of a normalized windows,
scaling the window  of length  as  with:

. (24)

For a rectangular window , for a Diff window
, for a half-sine window it is , and for a

Hanning window it is . The analysis of the
properties of the estimates for the different windows is very
similar to that in Section IV. The results are summarized in
Table 3.

B. Polynomial method

The polynomial method can also be applied to solve the spec-

tral estimation of the disturbing noise problem. The method

[20], [30] starts from the residuals of the least squares solu-

tion of (19):

, (25)

with  an idempotent
projection matrix, and . The estimated
variance is:

, (26)

Table 2: Comparison of the errors on  for a rectangular, Hanning, and Diff window for the noiseless case ( ) 

and  sub-records of length .

method/assumption leakage error 
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bias ( ) variance
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with . For the minimal choice
, we get that .

Instead of making a direct implementation of (25), it is
better to use a numerical stable implementation

 as explained in [20] based on an SVD of
, and  the orthogonal complement of .

The major advantage is that this expression is also valid in the

absence of an excitation signal. This observation will also be

used in Section VII for the spectral estimation of random

signals.

The error analysis in Table 3 shows a very high rejection of

leakage errors. Because the method assumes that the noise
variance is constant over all  frequencies, an
interpolation of  is introduced, with  the
total length of the data record. However, in most cases this
will not be the dominating term, because the interpolation
error is localized in frequency: as shown in Fig. 2, it does not
carry over errors from one frequency band (for example with
a high noise level) to another band (for example with a low
noise level) which is the case for the leakage errors. That

effect makes leakage errors a much more disturbing problem
in noise analysis than the interpolation error. For example, the
interpolation error will be very small at transmission zeros of
the noise model ( ), such that the leakage error
becomes the dominant error. For slowly varying spectra (e.g.

white noise) the interpolation error will be small because
 goes to zero.

C. Conclusion

All the conclusions that were made in Section D apply also
to the spectral estimation of the disturbing noise term.

VII.  SPECIAL CASE: SPECTRAL ANALYSIS OF 

RANDOM SIGNALS

In Section B it was indicated that the expression is also
valid in the absence of an excitation signal ( ),
starting from the relation

. (27)

Under these conditions the method will estimate the
 contribution while it eliminates the

leakage contribution  in the noise power spectrum
estimate. This transforms the polynomial method into a
powerful nonparametric spectral analysis method. Also the
window methods can be applied to spectral analysis
(periodogram). The same error analysis techniques can be
applied as before on the basis of the relation (27). The results
are given in Table 4. As mentioned before, it is the leakage
error that is most important in practical use because it mixes
the power from different frequency bands. This is not so for
the interpolation error. From all these results it is obvious that
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the polynomial method has superior characteristics in most
applications.

Part II: Use of Periodic Excitations

In the second part of this paper, we analyse how to measure

the FRF of a linear dynamic system, making explicit use of

the assumption that the excitation signals are periodic (As-

sumption 3c). Although this imposes a significant experimen-

tal constraint on the freedom of the user, it also offers

significant advantages. The measurement of the FRF be-

comes extremely simple, and also the noise analysis can be

easily made if the measurements are made under steady state

conditions. In some applications it might be too expensive to

wait for the transients to become sufficiently small. In that

case the user can combine the methods of Part II with those

of Part I to eliminate the errors induced by the transient ef-

fects, while maintaining the advantages of periodic excita-

tion. 

VIII.  DESIGN OF PERIODIC EXCITATIONS

Imposing the periodicity assumption of the excitation
signal creates also a new experimental challenge. Using an
arbitrary waveform generator that periodically generates a
signal that is stored in its memory makes it possible to create
arbitrary periodic signals. This leaves a lot of freedom to the
user to choose these signals, opening the field for optimal
excitation signal design [3]. Since every periodic signal can
be written as an infinite sum of sines, multisine signals can be
selected as the general representation of periodic signals with
a band limited spectrum:

. (28)

The design of the signal reduces to the selection of  and
. Both the amplitude and phase can be either randomly or

deterministically selected. This also allows signals with a
mixed nature to be created. For example, using a
deterministic amplitude spectrum  and a random phase
uniformly distributed in  creates signals with
asymptotically Gaussian amplitude distribution. The major
advantage is that even after a single realization the observed
amplitude spectrum equals the desired one. Alternatively, it is
possible to design the phase  such that for a user defined

, a compact signal is obtained with a minimal crest factor
[31]. This allows for a maximal power injection for a given
amplitude constraint. Of course the users freedom is not
restricted to these two examples.

IX.  THE IMPORTANCE OF SYNCHRONIZATION

In order to exploit the advantages of periodic excitations, it
is not enough to generate these signals, it also requires to
process an integer number of periods in order to avoid
leakage of the plant dynamics in the DFT-spectra. A first
practical realization of this constraint is to use a common
clock to synchronize both the generator and the data
acquisition. This synchronization condition is very strict and
should be carefully checked. The leakage error of  on
line  is given by , with  the relative
error on the clock frequencies. A relative error of 
between the clock frequencies of generator and data-
acquisition creates already a relative leakage error of 10% at
spectral line . 

If the measurement equipment is not well synchronized, it
is also possible to correct for it in a post processing step, but
this is out of the scope of this paper [32]. This methods
replaces the very hard synchronization requirement by a
much weaker one: it is enough that the clock frequencies are
stable in time.

Table 4: Comparison of the errors on  for a rectangular, Hanning, and Diff window for the noiseless case 
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X.  MEASURING THE FRF USING THE SAMPLE 

MEAN 

In this section we assume that the plant transient decayed to
zero, so that the steady state conditions are reached. In that
case the estimate of the frequency response function is
calculated from the sample means of the input and output
DFT-spectra, obtained from  measured periods:

, (29)

where the index  indicates the DFT-spectrum from the
 sub-record that corresponds to the  measured period.

The DFT’s are calculated using the rectangular window since
no plant leakage is present. The reader should be aware that
the transients of the noise filter are not optimal reduced this
way. More advanced processing techniques using data blocks
of two periods in combination with a Hanning window, can
also reduce these effects, but this is out of the scope of this
paper [35]. Of course it is also possible to estimate at the same
time the sample-variance:

(30)

The variance on the FRF is then estimated as:

. (31)

The major advantage of this approach is that it can be
calculated very efficiently using FFT’s. Moreover, as will be
seen in Part III, the procedure can also be applied to the full
errors-in-variables setup, including measurements under
(non)linear feedback conditions.

XI.  IMPROVED ESTIMATION OF THE NOISE 

VARIANCE USING OVERLAPPING WINDOWS

By analysing sub-records that contain an integer number of
periods, it is possible to separate the true signal  and the
noise , because  does not vary from one period to the
other, while the disturbing noise  does. This opens the
possibility for an analysis of disturbing noise on periodic
signals without requiring a linear relation 
between a known input and measured output signal. In
Section VI this linear relation was required to remove the true
signal  from the noisy measurement  in order
to get access to .

The sample variance estimate (30) can be improved by
using overlapping windows [9], [26], [28]. The reader should
be aware that this does not reduce , only the estimates
of the variance become more reliable. As mentioned before,

using overlapping windows is a popular and well known
method, that slightly modifies the procedure explained
before. Instead of selecting non-overlapping sub-records, a
user defined overlap between successive segments is now
allowed. The advantage is that more sub-records are
averaged, resulting in a decreasing variance of the variance
estimate. This strategy can be combined with the different
choices for the window. The major disadvantage of the
classical Welch method is that variance decrease is not
monotonous as a function of the fraction of the overlap. When
the overlapping becomes too large, the variance on the
variance estimates starts to increase again. Recent results [33]
have shown that this can be avoided by using a circular
overlap as shown in Fig 3. On top of that, an extra reduction

in variance with respect to the Welch method is obtained, at
a cost of a slight increase of the bias errors. The reduction in
variance is significant for a small number  of measured
periods. In this paper, we just report the major results of [33]
in Table 5. The normalized final variance 

is given in the third column. As mentioned before, all spectral
power estimation methods have an under limit on the
variance that is intrinsically present. This limit depends on
the window. On top of that there is an additional term that
depends on the overlap and decreases monotonously as a
function of the overlap. That is where the additional gain is
made. Extensive simulations show that the mean square error
( ) is a monotonously decreasing function
of the overlap , which indicates that the growth of the bias
errors with the overlap  is smaller than the reduction of the
variance error.

M
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2
l 1=
M=

σ
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A final comparison of these results to those obtained with
the polynomial method is under study at this moment.

Part III: The Errors-In-Variables setup

In previous sections, we assumed that there was only disturb-

ing noise present at the output of the system (OE). The input

is assumed to be exactly known. However in many problems

like measurements on mechanical systems, or measurements

under feedback conditions, both the input and the output of

the plant are measured, and there are errors on all the meas-

ured variables (EIV). Measuring under feedback conditions

can be considered as a special case of the EIV-problem. If the

OE-methods are applied without modification to EIV-prob-

lems, an additional bias that is proportional to the variance of

the input noise will appear. In this section we study what

modifications can be made in order to obtain still good esti-

mates.

XII.  SET-UP

The generalized EIV-measurement setup is given in Fig. 4.
As mentioned before, this setup also includes measurements
under feedback conditions. In that case the output
disturbances are correlated with the input signals. The formal
noise assumptions are given in Assumption 5b. In order to
avoid systematic errors (bias) on the FRF measurements it
will be necessary to generalize the methods of Section IV and
V, while the methods for periodic excitations in Section X
can still be applied without any change.

In Section XIII we discuss how to generalize the
windowing and polynomial methods using instrumental
variable concepts. In Section XIV we comment on the use of
periodic signals under these generalized measurement
conditions.

XIII.  INSTRUMENTAL VARIABLES METHOD FOR 

RANDOM EXCITATIONS

The window methods and the polynomial method for
measuring the FRF can be interpreted as least-squares
estimates that are linear-in-the-parameters, symbolically
written as . Because the measured input signal 
is used to construct the observation matrix , the least
squares solution  will be biased by the
quadratic noise terms that are formed in the  product.
These errors can be reduced by using nonlinear averaging
methods [34] if the noise on  is mutually independent.
Here we focus on methods that eliminate the bias by
estimating the plant FRF as the ratio of two other
asymptotically unbiased FRF estimates. The input/output
noise is allowed (can be mutually dependent) at the cost of
having access to the exactly known reference signal  (see
Fig. 4):

, (32)

with for example  the FRF from the best linear relation
(in least square sense) from . Because the reference
signal  is assumed to be exactly known, both intermediate
transfer functions estimates  are asymptotically
unbiased using the methods from Part II under the
corresponding excitation assumption. Also the error analysis
of Part II applies here. With a nonlinear controller or actuator,
a part of the information in  will be lost in the linear
approximation that is made, resulting in an increased variance
on the estimated FRF. The method in Section XIV, that is
based on periodic excitations, does not suffer from this
disadvantage. For these methods  are not considered as
a part of the excitation signal . Their contribution to the
estimate is completely eliminated.

XIV.  PERIODIC EXCITATIONS

Just as for the OE setup, it is possible to calculate the
sample means  from which it a direct estimate of
the FRF is made using (29). This estimate will be consistent
for . Of course it is also possible to estimate at the
same time the sample (co-variances):

(33)

The variance on the FRF is then estimated as:
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Ĝur

r u→

r
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. (34)

The major disadvantage of this method is the requirement
to impose periodic signals. Its major advantage is that the user
does not need to have access to the reference signal.
Moreover, the same solution can be used as well for the EIV
as for the OE problems, without requesting any additional
information from the user. This makes the method robust and
user friendly. Similar to the instrumental variables method, it
can also be observed that also in the periodic approach the
generator and controller noise, which are not periodic, will
not increase the variance of the estimates due to the presence
of the covariance  in (34). 

XV.  EXPERIMENTAL ILLUSTRATION

In this section, some of the previous results are illustrated
on a vibrating steel beam. This system has very low damping
and was selected to create long transient effects. Hence
important leakage errors are present, so that an extreme
visualisation of the messages of this paper is given. The beam
is excited in its transverse direction by a mini-shaker (B&K
4810). The force (input) and the acceleration (output) are
measured using an impedance head (B&K 8001). These
signals are amplified and buffered before being applied to the
acquisition channels (HPE 1430A) of a VXI measurement
system. The excitations are generated by an arbitrary
waveform generator (HPE 1445A) at a sampling frequency

. The output is amplified
before being applied to the mini-shaker. Two experiments are
performed: the first one with a periodic excitation, the second
one with a discrete interval random binary reference signal
[36]. The signals have about the same peak value for the
reference signal in the arbitrary waveform generator. For the
periodic experiment, a crest factor optimized multisine
(  points per period is used with 
harmonically related frequencies ,

. 

Periodic processing: From the post-processing it turns out
that it takes about 10 to 15 periods before the transient drops
to 1% of its initial value in the first period, disappearing in the
noise level of the measurements. For that reason only the last
36 periods out of the total available number of 50 periods are
used for calculating the FRF for the periodic excitation. In
order to avoid overloaded figures, we did not add the periodic
results to the plots. A close inspection shows that they
completely coincided with the local polynomial results for
the EIV-setup, which confirms the quality of the
measurements. Because the period length is 50 times shorter
than the length of the noise sequence, the resolution of the
periodic data is also 50 times lower. That makes it very

difficult to estimate the peak-value of the resonances from the
periodic data.

A. Analysis 1: output error versus errors-in-variables setup

Using the available data, it is possible to process the
measurements in the OE- as well as in the EIV-setup. The
results for the local polynomial method are given in Fig. 5,
which shows clearly that the EIV-setup gives better result.
From the zoom around the 2nd resonance, it can be seen that
the OE under-estimates the peak-value and hence over-
estimates the damping. Also the standard deviation on the
FRF is much higher for the OE. This is due to the fact that at
the resonance the system is very flexible, and it becomes
almost impossible to inject power into the system at that
frequency. This results in a signal-to-noise of less than 1 at
that frequency. Hence the OE-methods will be significantly
biased at those resonances. This is an important observation,
because damping measurements are an important issue in
mechanical measurements.

B. Analysis 2: comparison of the window and local 

polynomial method for the EIV-setup

In this analysis we compare the local polynomial method
with the classical windowing results using a Hanning
window. For the window methods, the noise record was split
in 12 sub-blocks in order to be able to average the results and
to avoid dips in the averaged input spectra in . This
reduces the resolution with a factor 12 with respect to the
polynomial method. From Fig. 6 it can also be seen that the
peak values are significantly underestimated in the window
method. This is not only due to reduced resolution but also
due to the larger interpolation errors (see Table 2).

XVI.  CONCLUSION

In this paper we studied a series of classical nonparametric
estimation methods for the FRF, the disturbing noise power
spectrum, and the spectral analysis of random signals.
Starting from a better insight in the smooth behaviour of
leakage errors, a characterization of the leakage and
interpolation errors of the classical windowing methods is
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Fig. 5: Comparison of the OE- and the EI-setup for the Local
Polynomial method for the EIV-setup. Black lines or black dots:
the FRF; gray lines or gray dots: the standard deviation. Top: full
view, botton: zoom around the 2nd resonance.
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made. In a next step, improved methods are proposed that
reduce significantly these errors. It turns out that the local
polynomial method provides high quality estimates for rough
excitations that include amongst others random noise signals
and multisine signals. As such it combines the best of the
random excitation and periodic excitation approach: 1) It
keeps and even increases the frequency resolution of the
analysis because there is no need to measure multiple periods
or to split the measurements in sub-records, which increases
the spectral resolution. 2) The method works on random,
deterministic, and periodic excitations. For periodic
excitations, it is no longer necessary to wait until the
transients disappeared, the polynomial method uses all
information in the signals, including the transients. This
allows the FRF to be measured on the full data record, and to
make use of the more advanced periodic possibilities on that
part of the record where no visible transient is present. 3) The
polynomial method is user friendly. It is not necessary to
force the user to set tuning parameters in the method. Only in
extreme cases, like the mechanical example, it might be
necessary to tune the number of frequencies  that is
combined. 

The major disadvantage is the increased calculation effort:
at each frequency a (small) set of equations has to be solved.
As such the polynomial method replaces measurement time
by increased computation power requirements. While the
latter becomes cheaper over time, measurement time remains
expensive. 

In this paper we presented all results for SISO systems, but
as mentioned before, all these results are already extended to
the MIMO case.

It can be concluded that extremely good nonparametric
estimates can be obtained before starting the parametric
estimation step in the identification process. This provides the
user very valuable information to judge the complexity of the
problem at hand, and to verify the quality of the experimental
data in an early phase. It also simplifies popular identification
methods like Box-Jenkins because the parametric noise

model can be replaced by a nonparametric one such that the
model order selection is restricted to the plant model only.
Moreover, making use of the frequency domain
implementation, it is possible to focus the method on
arbitrary, user selected, frequency bands without affecting the
estimated noise model.

For these reasons, we strongly believe that nonparametric
methods will take a more dominant place in the future system
identification techniques.
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