Figure 4.9 Plot of the logistic sigmoid function

ola) defined by (4.59), shown in
red, together with the scaled pro-
bit function &(Aa), for A* = =/8,
shown in dashed blue, where $®(a)
is defined by (4.114). The scal-
ing factor = /8 is chosen so that the
derivatives of the two curves are
equal for a = 0.
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Figure 4.10 The left-hand plot shows the class-conditional densities for two classes, denoted red and blue.
On the right is the corresponding posterior probability p(Cy/x), which is given by a logistic sigmoid of a linear
function of x. The surface in the right-hand plot is coloured using a proportion of red ink given by p(C;|x) and a
proportion of blue ink given by p(Ca|x) = 1 — p(C1]x).
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Figure 4.11 The left-hand plot shows the class-conditional densities for three classes each having a Gaussian
distribution, coloured red, green, and blue, in which the red and green classes have the same covariance matrix.
The right-hand plot shows the corresponding posterior probabilities, in which the RGB colour vector represents
the posterior probabilities for the respective three classes. The decision boundaries are also shown. Notice that
the boundary between the red and green classes, which have the same covariance matrix, is linear, whereas
those between the other pairs of classes are quadratic.
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Figure 4.12 lllustration of the role of nonlinear basis functions in linear classification models. The left plot
shows the original input space (xi,z2) together with data points from two classes labelled red and blue. Two
‘Gaussian’ basis functions ¢1(x) and ¢2(x) are defined in this space with centres shown by the green crosses
and with contours shown by the green circles. The right-hand plot shows the corresponding feature space
(&1, ¢a) together with the linear decision boundary obtained given by a logistic regression model of the form
discussed in Section 4.3.2. This corresponds to a nonlinear decision boundary in the original input space,

shown by the black curve in the left-hand plot.
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Figure 4.14 Illustration of the Laplace approximation applied to the distribution p(z) o exp(—z2/2)a(20z + 4)
where «(z) is the logistic sigmoid function defined by =(z) = (1 + e )~ '. The left plot shows the normalized
distribution p(z) in yellow, together with the Laplace approximation centred on the mode zp of p(2) in red. The
right plot shows the negative logarithms of the corresponding curves.



