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Decision theory
probability theory+utility theory

• Decision situation:
– Actions

– Outcomes

– Probabilities of outcomes

– Utilities/losses of outcomes

• QALY, micromort

– Maximum Expected Utility 
Principle (MEU)

• Best action is the one with 
maximum expected utility
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Decision trees

• One possible representation for hypotheses

• E.g., here is the “true” tree for deciding whether to wait:



Expressiveness

• Decision trees can express any function of the input attributes.

• E.g., for Boolean functions, truth table row → path to leaf:

• Trivially, there is a consistent decision tree for any training set with one path to leaf 
for each example (unless f nondeterministic in x) but it probably won't generalize 
to new examples

• Prefer to find more compact decision trees



Hypothesis spaces

How many distinct decision trees with n Boolean attributes?
= number of Boolean functions
= number of distinct truth tables with 2n rows = 22n

• E.g., with 6 Boolean attributes, there are 18,446,744,073,709,551,616 
trees

How many purely conjunctive hypotheses (e.g., Hungry  Rain)?
• Each attribute can be in (positive), in (negative), or out

 3n distinct conjunctive hypotheses

• More expressive hypothesis space
– increases chance that target function can be expressed
– increases number of hypotheses consistent with training set

 may get worse predictions



Decision trees, decision graphs
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Decision tree: Each internal node represent a (univariate) test, the leafs contains 

the conditional probabilities given the values along the path.

Decision graph: If conditions are equivalent, then subtrees can be merged.

E.g. If (Bleeding=absent,Onset=late) ~ (Bleeding=weak,Regularity=irreg)

A.I.: BN homework guide
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Preferences
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Rational preferences
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An irrational preference
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Maximizing expected utility
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Utilities











Sensitivity of the inference
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Extensions

• Bayesian learning
– Predictive inference

– Parametric inference

• Value of further information

• Sequential decisions
– Optimal stopping (secretary problem)

– Multiarmed bandit problem

– Markov decision problem

– ….
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