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Structural inference of
independence relations
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 Can we represent exactly (in)dependencies by a BN?
◦ From a causal model? Suff.&nec.? 



The independence map (model) M of a 
distribution P is the set of the valid 
independence triplets:

MP={IP,1(X1;Y1|Z1),..., IP,K(XK;YK|ZK)}

X Y ZIf P(X,Y,Z) is a Markov chain, then 

MP={D(X;Y), D(Y;Z), I(X;Z|Y)}

Normally/almost always: D(X;Z)

Exceptionally: I(X;Z)
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If P(Y,X,Z) is a naive Bayesian network, then 

MP={D(X;Y), D(Y;Z), I(X;Z|Y)}

Normally/almost always: D(X;Z)

Exceptionally: I(X;Z)



Directed acyclic graph (DAG)
◦ nodes – random variables/domain entities
◦ edges – direct probabilistic dependencies

(edges- causal relations

Local models - P(Xi|Pa(Xi))
Three interpretations:

MP={IP,1(X1;Y1|Z1),...}
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3. Concise representation of joint 
distributions

2. Graphical representation of 

(in)dependencies

1. Causal model



IG(X;Y|Z) denotes that X is d-separated 
(directed separated) from Y by Z in directed 
graph G.







For certain distributions exact representation is not possible by Bayesian networks, e.g.:

1. Intransitive Markov chain: XYZ

2. Pure multivariate cause: {X,Z}Y

3. Diamond structure:

P(X,Y,Z,V) with MP={D(X;Z), D(X;Y), D(V;X), D(V;Z), 

I(V;Y|{X,Z}), I(X;Z|{V,Y}).. }. X
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